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What is a Probability Distribution (% &

A\ﬁa) ?

the probability associated with each outcome.

[PROBABILITY DISTRIBUTION A listing of all the outcomes of an experiment and

Experiment: Toss a

coin three times. Passible _ (CoinToss  pumber of
Result First second Third Heads

Observe the number of 1 = = = 5
heads. The possible 2 T T H ]
results are: zero 3 T H T 1
heads, one head, two 4 T H H 2
heads, and three 5 H T T 1

B H T H 2
head;. - 7 H H T 2
What is the probability 8 H H H 3

distribution for the
number of heads?

Probability Distribution of Number of
Heads Observed in 3 Tosses of a Coin

L Probability Distribution of Number of
Heads Observed in 3 Tosses of a Coin
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e The probability distribution for the number

of heads is
1/8 a=0
3/18 a=1
P(X =a)=
3/18 a=2
1/8 a=3




Characteristics of a Probability
Distribution

/CHARACTEHISTIES OF A PROBABILITY DISTRIBUTION
1. The probability of a particular outcome is between 0 and 1 inclusive.
2. The outcomes are mutually exclusive events.
3. The list is exhaustive. So the sum of the probabilities of the various events

L equal to 1. )
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Random Variables (%% % #&c)
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Experiment — a coin is tossed 3 times.
Outcomes — eight outcomes
Event — one head occurs in the three tosses.

Random variable - a quantity resulting from an
experiment that, by chance, can assume different
values, associated with a probability value.

Possible ouwtcomes for three coin tosses
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The event {one head} occurs and the random variable x = 1.
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Random Variables (&4 % #c)
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Example: Random Variables

-l

Consider a random

H i Number of Probability
experiment of tossing three Hoads, SO

coins. X is a random variable, x P(x)

which assigns the number of a
heads to a number, associated
with a probability value .
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Example: Random Variables

- |
Consider the same random experiment of tossing
three coins. Let Y be another random variable, which
assigns the number of heads to a number, associated
with a probability value .

1/8 y=3
3/18 y=2
P(Y =y)=

3/8 y=1
1/8 y=0
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Types of Random Variables
- |
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e Discrete Random Variable ( #t#c%E 4 % #ic)
can assume only certain clearly separated values.
It is usually the result of counting something.

e Continuous Random Variable (i 4 &g #% %
# ) can assume an infinite number of values
within a given range. It is usually the result of
some type of measurement

I
Example : Random Variable
] \

e Let X denote the 1/36  x=2
number of spots of 2/36 x=3
tossing two fair dice. 3/36 x=4
'(Ij’_he _propability 4/36 x=5

istribution for the 5/36 16
number of spots as
tossing two fair dice is P(X =x)=16/36 x=7
5/36 x=8
4/36 x=9
3/36 x=10
2/36 x=11
1/36 x=12
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Discrete Random Variables - Examples
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e The number of students in a class.
e The number of children in a family.

e The number of cars entering a carwash in
a hour.

e Number of home mortgages approved by
Coastal Federal Bank last week.
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L Continuous Random Variables -
Examples
] |
e The distance students travel to class.
e The time it takes an executive to drive
to work.
e The length of an afternoon nap.
e The length of time of a particular phone
call.
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¥ & (Expectation)
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Example: Random Variables

\ \
Consider a random experiment of tossing three coins.
X is a random variable, which assigns the number of

heads to a number, associated with a probability value .

1/8 x=0
3/8 «x=1 3
P(X =x)= E[X]= P(X =
(X =x) 3/8 xe2 [];X( x)
1/8 x=3
:O.l+1.§+2.§+3.l:
8 8 8 8

Features of a Discrete Distribution
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\ \
The main features of a discrete probability
distribution are:

e The sum of the probabilities of the various
outcomes is 1.

e The probability of a particular outcome is
between 0 and 1.

e The outcomes are mutually exclusive.

20
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o (B X hL- [P HASER L f(X) 0 a,
b ¢ L H
- E[a]=a
- E[aX] =a E[X]
- E[aX + b] = aE[X]+b
- E[aX2+bX+c]= aE[XZ]+bE[X]+C
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The Variance, and Standard
Deviation of a Probability Distribution

Variance and Standard Deviation

Measures the amount of spread in a distribution

The variance is found by:

1. Subtract the mean from each value, and square this
difference.

2. Multiply each squared difference by its probability.

3. Sum the resulting products. to arrive at.

The standard deviation is found by taking the positive

square root of the variance.

o2=E[ (X-1)?], the expected value of (X- 1£)2.

d=Sk- ol 6]

The Mean of a Probability Distribution
- |
MEAN
« The mean is a typical value used to represent the
central location of a probability distribution.
* The mean of a probability distribution is also
referred to as its expected value.
* Expected value of X is denoted by 1 = E[X]
[ MEAN OF A PROBABILITY DISTRIBUTION b= 2[xPi] [6-1]
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Computation Form for Variance
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o’ = E[(X — 1)*] = E[X* = 2uX + u°]
= E[X?]-2uE[X]+ 1°
= E[X*]-2pup+ pt°
= E[X*]-p*
= E[X*]-(E[X])’

22\
| .
Mean, Variance, and Standard
Deviation of a Probability Distribution - Example
John Ragsdale sells new cars for Pelican

Ford. John usually sells the largest

number of cars on Saturday. He has

developed the following probability

distribution for the number of cars he

expects to sell on a particular Saturday.

Number of
Cars Sold, Probability,
x P(x)
0 10
1 .20
2 .30
3 .30
4 .10
Total 1.00
24
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I
Mean of a Probability Distribution - Example
] \
= X[xP))
= 0(.10) + 1(.20) + 2(.30) + 3(.30) + 4(.10)
=21
Number of
Cars Sold, Probability,
x P(x) x - P(x)
0 .10 0.00
1 .20 0.20
2 .30 0.60
3 .30 0.90
4 .10 0.40
Total 1.00 w = 2.10
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Bernoulli Distribution (F § 2 4 fe)
] \
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— Variance and Standard
Deviation of a Probability Distribution - Example
- |
Number of
Cars Sold, Probahility,
X Px) (S
0 10 0-21 44 0.441
1 20 1-21 1.21 0.242
2 30 2-21 0.01 0.003
3 30 3-21 0.81 0.243
4 10 4-21 361 0.361
=1.290
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L ( Binomial Probability Distribution
(z#mLE)
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Binomial Probability Distribution
(z#mLE)
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Characteristics of a Binomial Probability
Distribution
e The random variable is the result of counts.

e Each trial is independent and identical of any
other trial.

e There are only two possible outcomes on a
particular trial of an experiment.

e The outcomes are mutually exclusive.

Binomial Probability Formula

Binomial Probability - Example

31

There are five flights daily
from Pittsburgh via US
Airways into the
Bradford, Pennsylvania, MM X nx
Regional Airport. Px=0=,Cr"(1-m)
Suppose the =,C,(20)°(1-.20)°
probability that any

flight arrives late is .20. =(D(1)(3277)

What is the probability =0.3277
that none of the flights
are late today?

] |
P = Gt - af " [6-3]
Where:
C denotes a combination.
n is the number of trials.
x is the random variable defined as the number of successes.
7 s the probability of a success on each tria.
30
|
Binomial Dist. — Mean and Variance
] |
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p=nm [6-4]

e=n(l - 1) [6-5]




L (Binomial Dist. — Mean and Variance: ——( Binomial Dist. — Mean and Variance:

Example Another Solution

] | ] |

For the example H=nr Humber of Late
regarding the number (5)(0.20) = 1.0 Flights
of late flights, recall = <U) = 1. e ’ r - A=l (X P
that t =.20 and n = 5. il il Ll = WP

What is the average ) ? gigg; ggggg 7; (1] 3'3277
number of late flights? o =nn(l-m) : :

What is the variance of — (5)(0.20)(]—0.20) 2 0.2048 0.4096 1 1 0.2048
the number of late 3 0.0512 0.1536 2 4 0.2048
flights? = (5)(0 . 20)(0. 80) 4 0.0064 0.0256 3 9 0.0576

=080 5 0.0003 0.0015 4 16 0.0048
. = 1.0000 ot = 07997
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_ _ S —( Binomial — Shapes for Varying =
Binomial Distribution - Table (n constant)
\ | ] |
Five percent of the worm gears produced by an automatic, high- GHART 6-2 (lr:lphillg the Binomial |’]‘0|):1|)i]ib’ Distribution for a 7 of 05, .10, .20, 50,
speed Carter-Bell milling machine are defective. What is the ‘1]1([ il ’I]l(l mi ()f ]“
probability that out of six gears selected at random none will be e
defective? Exactly one? Exactly two? Exactly three? Exactly
four? Exactly five? Exactly six out of six? "
TABLE 6-2 Binomial Probabilitics for n = 6 and Selecte Values of & " ot A= o Teit =0
n= G 40
Probability |
[ xn [05] 2 3 4 5 6 7 8 8 85 30
o 78] sm 262 18 o047 016 004 001 000 000 000 -
1 232 54 393 303 187 094 037 010 002 .Doo 000
2 031 a8 246 324 an 234 138 060 05 .00 000 10 2 1 ] ]
3 o2 ms 082 185 276 N3 276 185 .02 015 o2 ] ) l J I ] l l 1 1 I I
4 -000 o0 015 080 138 234 An 324 246 098 031 2 OIESJQG;'I;;IU E‘ES;SK‘S."%QI‘O UI?JI:G‘:’HI‘IIIU Q12345678910 u:ésusxamlo
5 000 000 002 o 037 094 187 303 393 354 232 . . . . .
| B 000 000 Riili} oM 004 016 047 118 262 A3 735 | Successes Successes Successes Successes Successes
36




Binomial — Shapes for Varying n
(r constant)

Cumulative Distribution Function

] |
P(x)
.50
n=7 n=12 n=20 n=40
40 —
30 ——
20— - — -
A0 —4+H -H HHA HHHH
op — LAl n WANNN, L1 11 1
01234 01234567 012345678 01234567891011
Number o(f %uccesses
37
- ( Cumulative Binomial Probability
Distributions
] |
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A study in June 2003 by the lllinois Department of
Transportation concluded that 76.2 percent of front
seat occupants used seat belts. A sample of 12
vehicles is selected. What is the probability the front
seat occupants in at least 7 of the 12 vehicles are
wearing seat belts?

PX 2Tn=12andx =.762)
=P(X =T)+ P(X =8)+ P(X =9)+ P(X =10)+ P(X =11)+ P(X =12)

Plx = 7ln = 12 and 7 = .762)
= ,C;(.762)7(1 — .762)'277 = 792(.149171)(.000764) = .0902

- |
o Bk X & - "gip ¥ B a feddild ¥
YA Ao o e B f(x) & oo
f(X=x)=P(X=x)
o U BAF(X) AT R F Sl F(X) &1
XF3 ]S » T xR4T ¢
F(x) =P(X =x)
38
|
Finite Population
- |

40

A finite population is a population
consisting of a fixed number of
known individuals, objects, or

measurements. Examples include:
- The number of students in this class.
- The number of cars in the parking lot.
- The number of homes built in Taipei.

10
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Characteristics of Hypergeometric Distribution
(RS 2 )
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e There are only 2 possible outcomes.

e The sample is selected from a finite
population without replacement.

e The random variable is the number of
successes in a fixed number of trials.

e The probability of a success is not the same on
each trial.

e The trials are not independent.

e The size of the sample n is greater than 5%
of the size of the population N (i.e. n/N >.05).

—/ Characteristics of Hypergeometric Distribution
AP LR
- |
o BXRS0BHERG 20BEFELE - FENEL
P20 Bk F X BEROPFT LR ?
o TWRHELX A2 BY » HF LK
B X m%}‘iﬁ},A}ﬁa , "'P{fl{i}ﬁ‘ £ A}ﬁja o
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Hypergeometric Distribution

43

- (SCX)(N— SCn —x)

P
) .

[6-6]

where:

N is the size of the population.

S is the number of successes in the population.

x is the number of successes in the sample. [t may be 0, 1, 2,3,....
n is the size of the sample or the number of trials.

C is the symbol for a combination.

Example

44

o K50 BEETG 20 BEFLI P ELPB
20 B 0§ X B &S F L P ?

20 ~30
f(X)z%, x=0,12,....,20

50
20

o WIS S
20 ~30 20 ~30
G Coua GG

2 - -
MA===" ="
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Hypergeometric Distribution - Example

-l
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PlayTime Toys, Inc., employs
50 people in the Assembly
Department. Forty of the
employees belong to a
union and ten do not. Five
employees are selected at
random to form a committee
to meet with management
regarding shift starting times. i
What is the probability that
four of the five selected for
the committee belong to a
union?

Poisson Probability Distribution
C“IPph I3 L)

47

o EEALMETFH TELE~TE T3HFL
MEPT58~T8 2B & 2 d Hgd Xit2sg:
e ?
e - 4z X PRjE_Poisson Probability Distribution % 45 i i&4f & & el
F e
xejl
f) =4 —, x=012..,
X

S A IR 5 [ T SRS
o TN T S~ ORhTE] R Y SHySTOREs - HIY
[t S Rl -
(ﬂ/z))’ 67;1/2

f) R y=012,...
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Hypergeometric Distribution - Example
] \
N is 50, the number of employees.
S is 40, the number of union employees.
X is 4, the number of union employees selected.
n is 5, the number of employees selected.
(32158
C)(50-40Cs- 41361 /\ 119! 91,390)(10
b = 0Co-uCs-d _ _O1300010) _
50Cs 50! 2,118,760
545!
46
(" Poisson Probability Distribution
(" Zdps 5 o p)
C
The Poisson probability distribution
describes the number of times some event
occurs during a specified interval. The
interval may be time, distance, area, or
volume.
e Assumptions of the Poisson Distribution
(1) The probability is proportional to the length of
the interval.
(2) The intervals are independent.
48
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Poisson Probability Distribution

] |
The Poisson distribution can be
described mathematically using the
formula:

pe™
P = [B-7
where:
p (mu) is the mean number of occurrences (successes) in a particular interval.
e is the constant 2.71828 (base of the Napierian logarithmic system).
x is the number of occurrences (successes).
P(x) is the probability for a specified value of x.
49
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Example
] |
o VLM LMPFRT T BTS2 A4 TEF i 180 o K
W AP IR Poisson Dist. o R 0 hiE- z AHDE
R FA At hipdim?
e u = 180=k/120~ = 1.5=x/%A =4.5/3»
[ ]
Poisson Distribution with u=4.5
X A-U 3445
u’e 4.5°e
P(X=3)= = = 0.1687
X!
51

—/ Poisson Probability Distribution -
Example
] \
Assume baggage is rarely lost by Northwest Airlines.
Suppose a random sample of 1,000 flights shows a
total of 300 bags were lost. Thus, the arithmetic
mean number of lost bags per flight is 0.3
(300/1,000). If the number of lost bags per flight
follows a Poisson distribution with U = 0.3, find the
probability of not losing any bags for a flight.
X _—u 0 -3
we 0.3
P(0) = = =.7408
x!
50
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Exercises
] \
e 1509,11,13,15,19,25,27,31,33,41,43,45,47,

49,51

52
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End of Chapter 6
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