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Abstract—Wireless sensor networks place sensors into an area to collect data and send them back to a base station. Data fusion, in
which collected data are fused before they are sent to the base station, is usually implemented over the network. Since a sensor is
typically placed in locations that are accessible to malicious attackers, information assurance of the data fusion process is very
important. A witness-based approach [9] has been proposed to verify the fusion data. In this approach, the base station receives the
fusion data and “votes” on the data from a randomly chosen sensor node. The vote comes from other sensor nodes, called
“witnesses,” to confirm the correctness of the fusion data. Since the base station receives the vote through the chosen node, this node
could forge the vote if it is compromised. Accordingly, the withess node must apply cryptographic operations to the vote to prevent this
forgery. The cryptographic operation requires more bits than the vote, increasing the transmission burden from the chosen node to the
base station. The chosen node consumes too much power. This work improves the witness-based approach using a direct voting
mechanism such that the proposed scheme performs better in terms of assurance, overhead, and delay. The witness node transmits
the vote directly to the base station. Forgery does not pose a problem in this scheme. Moreover, fewer bits are necessary to represent
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the vote, significantly reducing the power consumption. Performance analysis and simulation results indicate that the proposed
approach has a 40-times lower overhead than the witness-based approach.

Index Terms—Wireless sensor networks, data fusion assurance, power-efficient, voting mechanism, witness.

1 INTRODUCTION

IRELESS sensor networks (WSNs) are comprised of

many tiny low-cost battery-powered sensors in a
small area [1], [5], [11], [13], [14], [24], [25]. The sensors
detect environmental variations and then transmit the
detection results to other sensors or a base station [2], [4],
[6], [7], [27]. One or several sensors then collect the
detection results from other sensors. The collected data
must be processed by the sensor to reduce the transmission
burden before they are transmitted to the base station. This
process is called data fusion and the sensor performing data
fusion is the fusion node. The fusion data may be sent from
the fusion node to the base station through multiple hops
[10] or through a direct link [21].

Although fusion markedly lowers the traffic between the
fusion node and the base station, the fusion node is more
critical and wvulnerable to malicious attacks than the
nonfusion sensors [16], [18], [23]. If a fusion node is
compromised, then the base station cannot ensure the
correctness of the fusion data that have been sent to it. This
problem of fusion data assurance arises because the
detection results are not sent directly to the base station,
explaining why the fusion result usually cannot be verified.

This problem can be solved in two ways: One is hardware
based [3], [15] and the otheris softwarebased [8], [9], [19], [28].

o The authors are with the Graduate Institute of Communication Engineer-
ing, National Taipei University, No. 151, University Rd., Sanhsia, Taipei
County, 237 Taiwan. E-mail: {htpai, yshan)@mail ntpu.edu.tw.

Manuscript received 5 Apr. 2006; revised 28 May 2007; accepted 17 July
2007; published online 23 Aug. 2007.

Recommended for acceptance by S. Iyengar.

For information on obtaining reprints of this article, please send e-mail to:
tc@computer.org, and reference IEEECS Log Number TC-0135-0406.
Digital Object Identifier no. 10.1109/TC.2007.70805.

0018-9340/08/$25.00 © 2008 IEEE

Since the hardware-based approach requires extra circuits to
detect or frustrate the compromised node, the cost and
continual power consumption of sensors are increased but
protection against all attacks cannot be guaranteed. Con-
versely, most software-based methods require no or little
extra hardware for data assurance. However, as has been
mentioned elsewhere [8], [9], several copies of the fusion data
or multiple detection results must be sent to the base station,
so the power consumption for the data transmission is very
high. Since power is very valuable in the WSN [1], [4], a
power-efficient data assurance algorithm must be developed
such that each sensor has a longer lifetime to perform its tasks
in the WSN. That is, the power consumption overhead for
performing data fusion assurance should be maintained as
small as possible.

The witness-based approach that was presented by Du
et al. [9] does not have this difficulty. Several fusion nodes
are used to fuse the collected data and they can commu-
nicate with the base station. Only one node is chosen to
transmit the fusion result to the base station. The other
fusion nodes, serving as witnesses, hash the fusion results
to message authentication codes (MACs). The MACs are
then sent to the base station through the chosen fusion
node. Finally, the base station utilizes the received MACs to
verify the received fusion data. The verification may be
wrong since the chosen node may be compromised and
forge MACs. The correctness of the verification depends not
only on the number of malicious fusion nodes but also on
the length of the MAC. A long MAC increases the reliability
of the verification. However, the transmission of a long
MAC imposes a large communication burden. If the
received fusion result at the base station cannot pass the
verification, then a polling scheme is started to determine
whether any valid fusion result is available at the other
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fusion nodes. In addition to the fusion result that had been
sent by the malicious fusion node, several copies of the
correct fusion result may also have to be transmitted to the
base station. The transmission of the correct fusion result
consumes the power of the uncompromised fusion node.

Even though the witness-based approach developed in
[9] is more attractive than previous approaches, it suffers
from several drawbacks. First, several copies of the fusion
result may be sent to the base station by uncompromised
nodes, increasing the power consumed at these nodes.
Second, a MAC mechanism must be implemented in each
sensor node that occupies limited memory resources at each
sensor. The MAC mechanism is designed solely for fusion
data assurance; cryptographic operations are not otherwise
needed for applications in which the fusion result need not
be kept secret. Third, the voting information in the current
polling round is not used in the next polling round if the
verification has not been passed in the current polling
round. All votes are collected in each polling round. If the
voting can be used in any way, then the polling process
should be shortened to save power and reduce the time
delay. Finally, since all votes are collected by one node and
sent to the base station, this node can forge the fusion result
and the votes.! Such forgery must be prevented to increase
security in the data fusion system.

This work develops a novel data fusion assurance
mechanism to eliminate all of the aforementioned short-
comings in the witness-based method by Du et al. [9]. The
correctness of the verification in the proposed scheme
depends only on the number of compromised fusion nodes.
As in the witness-based approach, a fusion node is selected
to transmit the fusion result, while other fusion nodes serve
as witnesses. Nevertheless, the base station obtains votes
that contribute to the transmitted fusion result directly from
the witness nodes. No valid fusion data are available if the
transmitted fusion data are not approved by a preset
number of witness nodes. Based on this voting mechanism,
two schemes are described: One needs variant rounds of
voting and the other requires only one round of voting. The
key advantages of the variant-round (VR) scheme over that
presented in [9] are summarized as follows:

e Only one copy of the correct (valid) fusion result,
provided by one of uncompromised fusion nodes, is
transmitted to the base station, regardless of whether
the system is comprised of sufficient uncompro-
mised nodes to support the fusion result. This single
transmission saves the power of the uncompromised
node. However, in the scheme in [9], when too few
witness nodes are available to verify the correct
fusion result, the polling continues until not enough
votes to pass the verification can be collected to
verify the fusion result. During the polling process,
more than one uncompromised node may send the
correct fusion result to the base station.

o The direct voting scheme is adopted and no MAC
mechanism needs to be implemented at each node;

1. A malicious node can attempt forgery by first generating the forged
fusion result and then randomly guessing the MAC of each witness. To
reduce the probability of a successful forgery, each witness may use a
different key to generate its MAC.
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therefore, no extra memory is needed to implement
such a mechanism. Moreover, no communication is
necessary between the sensors in this voting scheme.
In contrast, the MAC message of each witness node
must be collected at the fusion node in the scheme
that is presented in [9].

e Early termination is achievable when the base station
receives enough “agree” or “disagree” votes. In
contrast, the scheme in [9] always collects all votes.

e A witness node may remain silent (without transmis-
sion) when itagrees with the transmitted fusion result.
Only “disagree” votes need to be sent. This “silent
assent” feature drastically reduces the transmission
power consumption in the system. However, in [9],
MAC:s are always sent and they cannot be too short to
jeopardize verification of the fusion result.

e A compromised fusion node can be identified if it
has been excluded by the base station during the
polling process.” This “traitor exclusion” is useful for
further verification of the fusion result. Even though
the scheme in [9] also offers this “traitor exclusion”
feature, it fails to exploit it when the fusion node can
successfully forge the fusion result.

e No forged result can be accepted by the base station
unless the number of compromised nodes reaches
the number of support votes that is required to
verify the fusion result and these nodes collude to
forge the fusion result. In contrast, for the scheme in
[9], the node that sends the fusion result and all
votes may still successfully forge the fusion result,
even when it is the only node to be compromised.

e Analytical and simulation results reveal that the
proposed scheme has an up-to-40 times lower
overhead than the scheme by Du et al. [9].

In the one-round OR scheme, the base station polls each
sensor at most once. The maximum delay of the OR scheme
is substantially less than that of the VR scheme.

2 DATA FUSION ASSURANCE PROBLEM AND
PREvVIOus WORK

Fig. 1 depicts a WSN for distributed detection with
N sensors for collecting environment variation data and a
fusion center to make a final decision concerning detections.
This network architecture is similar to the architecture of
the so-called SENsor with Mobile Access (SENMA) [26],
[30], Message Ferry [31], and Data Mule [20]. Since the
distance between the fusion node and the base station is
usually long, the power consumed by the fusion node upon
receiving data is much lower than the power associated
with transmission [12], [22]. For example, the parameters
given in [12], [22], where the energy consumed by the
transmitter circuitry is 81 nJ/bit, and the antenna output
energy to reach the destination at unit distance away is
0.1 nJ/m’, yield an energy consumption for data transmis-
sion of 81+ 0.1 x 200% = 800,081 nJ/bit if the distance
between the fusion node and the base station is 200 m
and the path attenuation factor is 3. However, the energy

2. The correct fusion result is assumed to be obtained after the whole
polling process has been completed.
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Fig. 1. Structure of a wireless sensor network for distributed detection
using N sensors and M fusion nodes.

consumed in receiving data is 180 nJ/bit. Since the energy
consumption for reception at a fusion node is 4,000 times
less than that for transmission, only transmission energy is
considered in the subsequent analysis and comparison.

At the jth sensor, one observation y; is made for one of
the phenomena H;, where i =1,2,..., L. If the detection
(raw) data are transmitted to the fusion nodes without any
processing, then the transmission imposes a very high
communication burden. Hence, each sensor must make a
local decision based on the raw data before transmission.
The decisions,” v, j = 1,2,..., N, can be represented with
fewer symbols than the raw data. The sensor then transmits
the local decision to M fusion nodes by broadcasting. The
fusion node combines all of the local decisions to yield a
final result and it communicates directly with the base
station. Finally, one of the fusion nodes is specified to send
the final result to the base station. Unless all of the fusion
nodes or all of the sensors fail, this detection and fusion
scheme guarantees that the base station will receive the
detection result. However, the accuracy of the result is
uncertain.

Two problems must be solved to ensure that the base
station obtains the correct result. First, every fusion node
must correctly fuse all of the local decisions such that all of the
fusion results mustbe identical. Several algorithms have been
proposed to address this issue [7], [28], [29]. Among them,
estimation theory was first employed to evaluate the security
of fusion operations at a fusion node in [28]. Some of the
fusion operations, such as “average” and “sum,” are
vulnerable according to this evaluation. Several methods,
such as “truncation” and “trimming,” were then proposed to
increase the security level of the fusion operations. These
methods focus on obtaining a correct fusion result. When they
are applied to the assurance problem, all fusion results must
be sent to the base station and too much power is consumed.
We assume herein that this problem has been solved.

The second problem concerns the assurance of the fusion
result. Transmission between the fusion node and the base

3. These decisions may be compressed data whose sizes depend on the
application of the WSN.

station is assumed herein to be error-free. Since some fusion
nodes may be compromised, the fusion node thatis chosen by
the base station to transmit the fusion result may be one of the
compromised nodes. Malicious data may be sent by the
compromised node and the base station will not be able to
distinguish the compromised nodes from the normal fusion
nodes since the data detected by the sensor are not sent
directly to the base station. Consequently, the result obtained
at the base station may be incorrect. That is, the base station
can suffer from stealthy attacks, where an attacker tries to make
the base station accept a forged result [19].

In an earlier study, a fusion node established a Merkle
hash tree using collected detection results as leaves [19]. The
base station requests one of the results and checks if it is
consistent with the tree during the assurance process. The
probability of detecting a cheating fusion node can be
increased by transmitting fewer detection results to the base
station. However, different assurance algorithms must be
developed for various fusion operations. No general
assurance approach is provided. Additionally, only one
fusion node is assumed. When it is compromised, the base
station can no longer receive correct fusion data.

Du et al. [9] presented a witness-based approach to
ensure the correctness of the fusion result. All fusion nodes,
other than the chosen node, act as witnesses to the
transmitted fusion result. The witness nodes compute
MACs on the fusion results with private keys that are
shared with the base station and then send the MACs, as
“votes,” to the chosen node. The chosen node collects all of
the MACs from the witness nodes and transmits them with
its own fusion result to the base station. The base station
determines from the received data whether the fusion result
from the chosen node is accurate. In the 7'+ 1 out of
M voting scheme, the fusion result of the chosen node
needs support from at least T' witness nodes, where M is the
number of fusion nodes and 7' is a threshold. That is, the
base station accepts the fusion result if the fusion result is
supported by at least T MACs. Normally, T > [M/2].
However, even when the number of compromised nodes C
is less than 7', the fusion result accepted by the base station
is not always correct. If the chosen node is compromised,
then it may forge the fusion result and the MACs. The
probability that the base station accepts the forged fusion
result is given by

M-1 i M—i—1
M-1 1 1
Pe B ZT ( l ) <2kw) (1 B 2ku‘) ’
i=

where k, is the size of each MAC. Since the number of the
transmitted MACs is M — 1,* the number of the transmitted
bits, excluding the fusion result, is (M — 1)k,,. For instance,
consider the majority voting rule in which 7'+ 1 > [M/2].
To ensure that P, <2719 set k,=[2(10/(M — 1)+ 1)].
Although only one copy of the fusion result is sent to the
base station by each chosen node in this witness-based
approach, the witness nodes still require significant com-
munication bandwidth because the MACs of the fusion
results are transmitted. If the received fusion result at the

4. Since the chosen node does not need to endorse the fusion result that it
sends to the base station, only M — 1 MACs are transmitted.
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base station cannot pass the verification, then a polling
scheme is started to determine whether any valid fusion
result is available at the other fusion nodes. In addition to
the fusion result sent by the malicious fusion node, several
copies of the correct fusion result may also have to be
transmitted to the base station.

In a fair comparison between the proposed scheme with
the witness-based approach, the overhead is defined as the
total number of bits, excluding the bits associated with one
copy of the correct fusion result, that are transmitted to the
base station by wuncompromised nodes during the data
assurance process. The power consumed at all compro-
mised nodes is not considered since they are not useful to
the WSN. Therefore, the overhead can be regarded as the
useful power that is consumed for the data assurance by the
sensor. Since the base station is generally powerful and not
battery powered, its power consumption is not critical in a
WSN. The round delay is defined as the number of rounds®
that are required to collect all MACs (votes) from the
witness nodes; the polling delay is defined as the number of
votes (including all “agree” and “disagree” voting).® The
overhead of the witness-based approach [9] is then derived
in Appendix A and is summarized in (1), (2), and (3).

Notably, the maximum round delay is C' + 1, where C'is
the number of compromised nodes. When the fusion result
is valid, including the case of no compromised node
(C=0), 40 and 60 bits must be transmitted to the base
station when M = 11 (k, = 4, thatis, P, < 2719 and M = 21
(ky, =3, that is, P. <271), respectively, setting K =0,
where K is the number of bits that represent the fusion
result. (In practice, K > 0.) A large amount of power must
be consumed for this transmission, substantially reducing
the lifetime of the fusion node. The problem of power
consumption is even worse when the fusion result is
invalid. For example, the maximum average overhead is
about 109 and 314 bits for M =11 (C =5 and T = 6) and
M =21 (C =10 and T = 11), respectively. Therefore, the
witness-based approach must be enhanced.

3 IMPROVED VOTING MECHANISM

The voting mechanism in the witness-based approach is
designed according to the MAC of the fusion result at each
witness node. This design is reasonable when the witness
node does not know the fusion result at the chosen node.
However, in practice, the base station can transmit the
fusion result of the chosen node to the witness node.
Therefore, the witness node can obtain the transmitted
fusion result from the chosen node through the base station.
The witness node can then compare the transmitted fusion
result with its own fusion result. Finally, the witness node
can send its vote (agreement or disagreement) on the
transmitted result directly to the base station, rather than
through the chosen node.

When a fusion node sends its fusion result to the base
station, other fusion nodes serve as witness nodes. The
witness node then starts to vote on the transmitted result.
Two data fusion assurance schemes are proposed.

5. Or the number of fusion results sent to the base station.
6. The overall time delay can then be derived from these two delays.
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3.1 Variant-Round Scheme

In this scheme, the base station must ask the witness node
whether it agrees or disagrees with the transmitted fusion
result. The witness node then sends its vote to the base
station. No denial-of-service attack is assumed and the vote
can be clearly identified at the base station [19], [28]. If the
transmitted fusion result is not supported by at least
T witness nodes, then the base station may have to select
a witness node that does not agree with the transmitted
result as the next chosen node. The steps of the scheme are
given as follows:

Step 1. The base station chooses a fusion node. Other fusion
nodes serve as witness nodes. Define a set of witness
nodes that includes all witness nodes and let the nodes in
the set be randomly ordered. Denote M’ = M — 1 as the
size of the witness set in the current round.

Step 2. The chosen node transmits its fusion result to the
base station.

Step 3. The base station polls and sends the above fusion
result to the node in the witness set by following the
order of the witness nodes. The polling process does not
stop until

e T witness nodes agree with the transmitted fusion
result (agreeing nodes), where 1 < T < M’,

e M —T+1 witness nodes disagree with the trans-
mitted fusion result (disagreeing nodes), or

e all witness nodes have been polled.

Step 4. A represents the number of polled witness nodes that
agree with the transmitted fusion result. D denotes the
total number of polled witness nodes that disagree with
the transmitted fusion results plus the number of
unpolled witness nodes. Notably, A+ D = M'.

e If A=T, then the transmitted fusion result is
verified. Stop the polling.

e If A<T and D < T +1, then no reliable fusion
result is valid. Stop the polling.

e If D>T+1, then exclude the A agreeing witness
nodes from the witness set. Let the first node that
disagrees with the transmitted fusion result be the
chosen node to transmit its fusion result. Thus, the
updated size of the witness set, M’, is D — 1.7 Go to
Step 2 for the next round of the polling.

In Step 1, the randomly generated order of witness nodes
determines both the polling order and the order in which
replacement fusion nodes are chosen. The random ordering
facilitates the analysis of the scheme that is given in
Section 3.2.

Step 3 lists three termination conditions for a round of
polling. The first condition is that enough “agree” votes are
obtained at the base station and the fusion result of the
chosen node in Step 2 is accepted. (This condition should be
compared with the first condition of Step 4.) The second
condition is that the number of “disagree” votes is too large
such that the transmitted fusion result cannot receive
enough “agree” votes. Notably, the witness set in the

7. The number of nodes performing the polling in the next round
becomes D.
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current round has M’ nodes and at least 7' “agree” votes are
required such that the number of “disagree” votes cannot
exceed M’ — T. In this case, no further polling is necessary
in the current round. Since early termination may occur
under these two conditions, not all witness nodes have to
transmit their votes; thus, the overhead is reduced.

Moreover, since a witness node can be silent when it
agrees with the transmitted fusion result, the overhead may
be greatly reduced, as discussed in Section 3.2. The “silent
assent” mechanism can be implemented as follows: A time
division multiple access (TDMA) protocol is assumed to be
implemented between the base station and sensors to avoid
transmission collision such that each sensor can identify the
start and the duration of each time slot. At each polling slot,
all sensors listen to the channel and wait for the polling
signal. Since the base station has more power than the
sensors, the polling signal is assumed not to be lost. In each
round, the base station starts by polling the chosen node
and requesting the fusion result. The polled sensor sends
the result in the next time slot. Then, the base station polls
the witness nodes that may not include excluded nodes in
the next time slot according to the random order deter-
mined in Step 1. The polled node sends the disagree
response to the base station or remains silent during the
next time slot. If the base station cannot identify the
response from a sensor such that the sensor is not silent but
also does not send a clear signal of disagreement, then the
base station polls the same sensor again. The maximum
number of multiple pollings of one sensor can be limited to
a predefined number to prevent stacking at one node
forever when a sensor cannot clearly reply. After this
number has been reached, the base station excludes this
node from the polling process forever and moves on to the
next sensor. In this case, the size of the witness set is
immediately reduced by one. This dynamic time slot
assignment reduces the time delay from that of the static
time slot assignment in which each sensor is assigned a
fixed time slot to transmit data or remain silent.

In Step 4, the scheme decides whether the whole polling
process has to be terminated (under the first and second
conditions) or an additional round of polling must be
conducted (under the third condition). The first condition of
Step 4 is the consequence of the first termination condition
of Step 3 and, thus, the transmitted fusion result is accepted.
The second condition of Step 4 refers to a situation in which
enough “agree” votes cannot be obtained, even though the
base station undertakes additional rounds of polling. The
reason is that the number of witness nodes in the next
round, D — 1, is less than T. Since the transmitted fusion
results in the current round of polling differ from those in
the next round, the agreeing nodes in the current round will
not agree with the transmitted fusion result in the next
round. Hence, the agreeing nodes in the current round are
excluded under the third condition such that the base
station polls fewer witness nodes in the next round.

The majority voting rule is assumed to be adopted in the
VR scheme, where T+ 1> [M/2] and M is odd. The
security strength of the VR scheme can be analyzed as
follows: In this scheme, the base station accepts a forged
fusion result only if the number of compromised fusion
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Fig. 2. Comparison of probabilities that the base station accepts a forged
fusion result and a correct result when M =11 and T = 5.

nodes, C, exceeds T and the compromised fusion nodes
cooperate with each other. Based on the assumption that a
fusion node may be compromised with an identically and
independently distributed probability p., the probability
that the base station accepts a forged fusion result is given
by St (Npi(1 —p.)™ . When more than T nodes are
uncompromised, the base station can obtain the correct
fusion result. Accordingly, the probability that the base
station accepts a correct fusion result is ZfiT 1 (‘f)(l -
pe)'pM~. Fig. 2 compares the probabilities that the base
station accepts a forged fusion result and a correct result
when M =11 and T =5. The probability that the base
station accepts a correct result is much larger than the
probability that the base station accepts a forged result
when p. < 0.1. In contrast, the probability that the base
station accepts a forged result is larger than the probability
that the base station accepts a correct result when p. > 0.5.

When the base station accepts a fusion result in the
ith round, all chosen nodes and all of the nodes that were
excluded before the ith round can be excluded from the
next assurance process. When the accepted result is indeed
the correct one, this “traitor exclusion” property can help
the system to identify unreliable nodes in the network.

3.2 Analysis of Variant-Round Scheme

This analysis of the VR scheme assumes that the compro-
mised node always transmits the forged fusion result when
the compromised node is chosen to send its fusion result;
therefore, the compromised node tries to make the base
station accept a forged fusion result when it is chosen.
When a compromised node serves as a witness node, it
always disagrees with the correct fusion result and agrees
with the forged fusion result with a probability Py. If the
compromised node attempts to make the base station accept
the forged fusion result, then it always agrees with the
fusion result that is transmitted by other compromised
nodes, that is, Py =1, and at most two rounds of polling
have to be run. Conversely, if the compromised node wants
to make the polling process run for as long as possible, then
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it always disagrees with the transmitted fusion result, that
iS, P = 0.

The performance of the VR scheme when P; =0 is
analyzed in Appendix B and is summarized in (10) and (11).
The performance of the VR scheme when Py = 1 is given in
[17]. The next section presents computer-simulated over-
heads when Py # 0, 1.

An interesting property of the VR scheme is that,
throughout the polling process, at most one fusion result
is transmitted from all of the uncompromised nodes to the
base station. Hence, the overhead of the scheme is
independent of the size of the fusion result.® This claim is
demonstrated by the following argument: In the case of a
valid fusion result, when the fusion result from an
uncompromised node is sent to the base station in a round
of polling, the polling process stops in this round and the
valid fusion result is obtained by the base station.
Accordingly, only one valid fusion result is sent to the base
station by all uncompromised nodes. In the case of no valid
fusion result, fewer than T uncompromised nodes are
witnesses. If a round of the polling process is the first in
which the chosen node is uncompromised, then this round
terminates when either all witness nodes have been polled
or M’ — T + 1 witness nodes disagree with the transmitted
fusion result. In the former case, the polling process
terminates. In the latter case, another polling round is
required. Importantly, in the following round, all of the
uncompromised nodes will be the last 7'— 1 nodes in the
witness set and will not then be chosen to send any fusion
result before the polling process is completed.” Therefore,
only one fusion result is sent by all uncompromised nodes
when no valid result can be obtained by the base station.

3.3 One-Round Scheme

The number of rounds in the above scheme is not fixed.
Hence, the delay varies. A variable delay is undesirable in
some applications, such as real-time systems. This work
proposes another scheme that is based on the improved
voting mechanism. In this scheme, the base station may
receive different fusion results from the witness nodes. It
requires that all received fusion results be stored. This
scheme has a fixed delay and is summarized as follows:

Step 1. The base station randomly chooses a fusion node.
Other fusion nodes serve as witness nodes. A set of
witness nodes that includes all of the witness nodes is
defined and the nodes in the set are randomly ordered.

Step 2. The chosen node transmits its fusion result to the
base station. The base station sets the fusion result as the
best temporary voting result and the number of votes for
agreement with the fusion result is set to zero.

Step 3. The base station polls the nodes with the best
temporary voting result, which currently has the max-
imum number of votes, following the order of the
witness nodes. The witness node compares its fusion
result with the best temporary voting result.

8. Note that the overhead is defined as the total number of bits that are
transmitted minus the number of bits associated with the correct fusion
result.

9. In the next round, all uncompromised polled nodes are deleted from
the witness set according to the scheme.
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e If the witness node agrees with the best temporary
voting result, it sends an agreeing vote to the base
station. The base station increases the number of
agreeing votes for the best temporary voting result
by one.

e If the witness node does not agree with the best
temporary voting result, it transmits its fusion result
to the base station.

- If the fusion result has been stored in the base
station, then the base station increases the
number of agreeing votes for the fusion result
by one.

- If the fusion result has not been stored in the
base station, then the base station stores the
fusion result and the number of agreeing votes
for the fusion result is set to zero.

The base station sets the best temporary voting result to the
received fusion result that had received the maximum
number of agreeing votes to poll the next witness node. If
two or more fusion results receive the maximum umber of
votes, then the temporarily best voting result is set to the
result that had most recently been voted for. The polling
stops when any received fusion result receives 1" votes or
when the number of unpolled nodes plus the maximum
number of votes for the results recorded at the base station
is less than 7.

From Step 3, we know that the base station keeps only
one best temporary voting result when it is polling a
witness node. Therefore, the witness node may be silent
when it agrees with the best temporary voting result. The
same “silent assent” mechanism given in Section 3.1 can be
applied to the OR scheme. The analysis of the OR scheme
will be left to future work.

4 PERFORMANCE EVALUATION

In this section, numerical and computer simulations are
conducted to evaluate the performance of the proposed
schemes. The performance of the proposed VR scheme is
numerically calculated by the results given in Section 3 and
the Appendix when Py = 0 and 1. The performances of the
VR scheme when Py # 0 or 1 and that of the OR scheme are
evaluated using Monte Carlo computer simulations. The
proposed schemes are compared using the witness-based
approach in terms of overhead, average round delay, and
average polling delay. In the witness-based approach [9],
the size of each MAC, k,, is assumed to be four bits.
Notably, this approach still suffers the risk that the chosen
node may create a forged fusion result. In the evaluation of
the overhead of the VR scheme, the size of the fusion result
is zero (that is, K = 0) such that the witness-based approach
in [9] performs best. As stated at the end of Section 3.2, the
overhead of the VR scheme is independent of the size of the
fusion result. Under this assumption, the VR scheme is
inferred to have a better overhead performance than the
witness-based approach for all sizes of fusion result
whenever it outperforms with a zero-sized fusion result.
All results are presented for the number of nodes M = 11."°

10. Similar results can be obtained for M = 21 but omitted to save space.
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Fig. 3. Overhead comparison between the VR scheme and the witness-
based approach [9] for M =11 and Py =1,0 (a) when T =5 (valid
fusion result) and (b) when T" = 10 (invalid fusion result).

Furthermore, the overhead for collecting votes from witness
nodes at the chosen node is also not counted in the witness-
based approach [9].

A certain fixed packet header may be needed when the
fusion node transmits a nonzero number of bits to vote.
That is, when k or ¥, where k (k') is the number of bits that
must be sent by a witness to the base station when it agrees
(disagrees) with the transmitted fusion result, does not
equal to zero, the packet header may be necessary. Here, the
packet header is ignored. The effect of the packet header
will be discussed later. The VR scheme is compared with
the witness-based approach. In the VR scheme, k£ =0 and
K =1 are set. Fig. 3 compares overheads. The VR scheme
substantially outperforms the witness-based approach,
regardless of the fusion result at the base station. For
example, according to Fig. 3, when T'=5 and M = 11, the
VR scheme is almost 40 times better than the witness-based
approach given in [9] in terms of overhead for C'=1 and 2.

If a packet header is required to transmit a “disagree”
vote when k=0, ¥ may exceed 1. Fig. 4 depicts the
overhead of the VR scheme for various &’ when C' = 2 and
T =5,10. The VR scheme outperforms the witness-based
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Fig. 4. The overheads of the VR scheme and the witness-based
approach [9] for M =11, C =2, and P; =1,0 (a) when T'=5 (valid
fusion result) and (b) when T" = 10 (invalid fusion result) are compared.
The packet headers transmitted by the disagreeing nodes are
considered.

approach until ¥ = 36 when T' = 5 (valid fusion result). The
VR scheme outperforms the witness-based approach even
for the maximum k' simulated when T = 10 (invalid fusion
result). Recall that the overhead for collecting votes from
witness nodes at the chosen node, potentially increasing the
overhead of the witness-based approach, is again not
counted in the witness-based approach.

Fig. 5 compares the average round delays of the
proposed VR scheme and the witness-based approach. This
figure demonstrates that the average round delays of the
proposed scheme are smaller than those of the witness-
based approach when the base station can obtain the valid
fusion results; however, they perform equally when the
base station obtains invalid fusion results. Fig. 6 compares
the average polling delays of the proposed VR scheme and
the witness-based approach. In Fig. 6, the proposed scheme
has much smaller average polling delays than the witness-
based approach. This difference is not evident in the
average round delay performance. For example, when T =
10 and M =11, the proposed VR scheme is almost five
times better than the witness-based approach in terms of
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Fig. 5. Average round delay comparison between the VR scheme and
the witness-based approach [9] for M =11 and P; = 1,0 (a) whenT =5
(valid fusion result) and (b) when T' = 10 (invalid fusion result).

average polling delay for C' =4 and 5. Accordingly, the
proposed scheme outperforms the witness-based approach
[9] in terms of overhead and delay.

The following computer simulations evaluate the VR
scheme when P; = 0.25,0.5, and 0.75 by performing 10,000
Monte Carlo tests for each simulation. In the first set of
simulations, the witness-based approach [9] is compared
with the proposed VR scheme when P;=0.25,0.5,0.75.
Fig. 7 presents the results for M =11, k= 0, and ¥’ = 1. The
VR scheme outperforms the witness-based approach in
every P; simulated. For example, in Fig. 7, when T" = 5, the
proposed VR scheme is almost 40 times better than the
witness-based approach [9] in terms of overhead perfor-
mance for C' = 1,2 and Py = 0.25,0.5,0.75.

In the second set of simulations, the average numbers of
bits sent by uncompromised nodes in the OR scheme is
evaluated. When the compromised node does not agree
with the best temporary voting result, the fusion result
transmitted by the compromised node differs from the
other fusion results and the size of the fusion result is
K = 48. Fig. 8 plots the results for M = 11, when P; =0, 0.5,
and 1. In Fig. 8a, when the base station can obtain a valid
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Fig. 6. Average polling delay comparison between the VR scheme and
the witness-based approach [9] for M = 11and Py = 1,0 (a) whenT =5
(valid fusion result) and (b) when 7' = 10 (invalid fusion result).

fusion result, the number of bits that are transmitted by the
uncompromised nodes to the base station in the OR scheme
increases with the number of compromised nodes C, as
expected. However, they are fewer than those in the witness-
based approach. Notably, in this case, the number of bits
transmitted by uncompromised nodes in the witness-based
approach is constant since, once an uncompromised node has
been polled, the polling process is completed. For small C,
such as C'=0, 1, 2, or 3, the number of bits transmitted by
uncompromised nodes in the OR scheme is about half that of
those in the witness-based approach. Additionally, the
performance of the OR scheme when Py = 1 is worst in all
three simulations since any compromised node that agrees
with the forged result sometimes makes the forged result
have the largest number of votes and forces the base station to
useitas the best temporary voting result to poll the nextnode.
Then, the next uncompromised node needs to transmit its
fusion result to the base station instead of sending only an
agreeing vote, increasing the total number of bits transmitted
by the uncompromised nodes.

According to that in Fig. 8b, when the base station cannot
obtain a valid fusion result, the number of bits transmitted
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Fig. 7. Overhead comparison between the VR scheme and the witness-
based approach [9] for M =11 and P; = 0.25,0.5,0.75 (a) when T'=5
(valid fusion result) and (b) when T = 10 (invalid fusion result).

by the uncompromised nodes to the base station in the OR
scheme decreases as the number of compromised nodes C'
increases, except for Py = 1. This phenomenon is caused by
the fact that the scheme stops when the number of unpolled
nodes plus the maximum number of votes for any result
that is recorded at the base station is less than 7. When
T = M — 1 as simulated, the recording of the two results at
the base station stops the polling process. Recall that, when
Py =1, the only way to stop the polling process is for one
fusion result to be sent by an uncompromised node and the
other to be sent by a compromised node and for the number
of transmitted bits of the uncompromised nodes to be the
same for all C. If Py # 1, then the two compromised nodes
may yield different results and no bit is transmitted by the
uncompromised node. This concludes the simulation
results. This subfigure reveals that the OR scheme outper-
forms when C is small but not when C' exceeds T'/2.

5 CONCLUSIONS

This work proposes a power-efficient scheme for data
fusion assurance in which the base station in the WSN
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Fig. 8. Comparison of transmitted bits between the OR scheme and the
witness-based approach [9] for M =11, K =48, and P;=0,0.5,1
(a) when T' = 5 (valid fusion result) and (b) when 7" = 10 (invalid fusion
result).

collects the fusion data and the votes on the data directly
from the fusion nodes. The proposed scheme is more
reliable with less assurance overhead and delay than the
witness-based approach. That is, the power and delay
associated with the transmission of the fusion result and the
votes are significantly decreased. Notably, the proposed
schemes are designed for systems whose receiving power is
much less than the transmission power. For systems in
which the receiving power is on the same order of
magnitude as the transmission power, the proposed
schemes may not be superior. Table 1 summarizes the
effect of receiving power on the VR scheme in which the

TABLE 1
Increase in Overhead Due to Receiving in the VR Scheme
When C =2, M =11, T =5, and P; =0, a 10-Bit Packet
Header and a 20-Bit Fusion Result

Ratio of receiving power to transmission power (per bit) —40100 00 il

41%

Increase in overhead (%) 0.4% | 4%
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average number of transmitted bits for is 11. This table
reveals that the increase in overhead due to receiving in the
VR scheme is insignificant, even for a receiving power to a
transmission power ratio of only 1,/400.

APPENDIX A

THE OVERHEAD OF THE WITNESS-BASED APPROACH
GIVEN IN [9]

If the received fusion result is not accepted, then the base
station may start a polling mechanism to seek the correct
fusion result. The base station randomly specifies another
fusion node. The new chosen node then sends its fusion
result and all MACs from the witness nodes to the base
station.!! When the number of compromised fusion nodes,
C, exceeds T, the compromised nodes can cooperate with
each other and successfully forge a wrong fusion result that
will be accepted by the base station. When C' > M —T —1,
the number of uncompromised witness nodes is less than 7'
and the correct fusion result cannot then receive enough
support. Accordingly, if T+1>C > M —T — 1, then the
fusion result is invalid despite the fact that M — T fusion
nodes are chosen to transmit their fusion results to the base
station in the polling process.

Since the overhead, as defined, considers only the
power consumption of uncompromised nodes, the num-
ber of uncompromised nodes, denoted as i, among the
M — T chosen nodes must be determined to compute the
overhead. However, since the base station randomly
specifies the fusion node, ¢ is a random number, where
0 <i < M —T. The probability for each value of ¢ must be
calculated and the average overhead is computed from this.
In the probability calculation, all compromised nodes
(uncompromised nodes) are assumed to behave identically.
The calculation can be treated as the problem of counting
C black balls (compromised nodes) and M — C white balls
(uncompromised nodes) together. First, the total number of
possible combinations of all fusion nodes that are chosen by
the base station is given by (). Next, the number of
possible combinations of first M — T' fusion nodes, includ-
ing i uncompromised nodes, is given by (*-7). Finally, the
number of possible combinations of last 7' fusion nodes,
including M — C' — i uncompromised nodes, is determined
from (,, ', ,). Therefore, the probability that i of the M — T
chosen nodes are uncompromised can be calculated by

o )
(*

Let K be the number of bits that represent the fusion result.
The average overhead is thus

11. All MACs must be sent to the base station again to avoid denial of
service, since the previously chosen compromised fusion node might have
modified the MACs before forwarding them to the base station. This action
is not clearly presented in [9].
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M-T
Ow= Y Pu(i)[(M = 1)ik, + K(i — 1)](bits), (1)

=1

where 7 — 1 is used, instead of ¢, because the overhead is
defined such that one copy of the correct fusion result is not
counted. Equation (1) indicates that the number of the
correct fusion results that are transmitted by the uncom-
promised fusion nodes may be up to M — T'. Restated, the
uncompromised nodes wasted a significant power when
the correct fusion result cannot be obtained by the base
station. Moreover, since each chosen node must collect all
MACs from the witness nodes, the average round delay,
R, and the average polling delay, D, are

R,=M-T andD,=(M-T)M-1), (2)

respectively.

Conversely, when the number of uncompromised nodes
exceeds T, the base station obtains the correct fusion result.
If the base station receives the correct result in round ¢ such
that the chosen fusion nodes from round 1 to i —1 are
compromised, then the average round delay, the average
polling delay, and overhead are given by

(coiis)
41 )
R,=Y i C—itl) b= Ry(M—1),

and O, = (M — 1)ky,

respectively.

APPENDIX B

PERFORMANCE ANALYSIS OF THE VARIANT-ROUND
SCHEME WHEN P =0

If the compromised node always disagrees with the
transmitted fusion result, then no forged fusion result is
accepted. Two cases must be addressed.

Case 1. C>M—T.

Case2. C< M —T.
Notably, the valid fusion result is not available in Case 1.

Assume that the chosen node in the first round is
compromised. The probability that the chosen node is
compromised in the first round is given by C/M. The first
round of polling finishes when M — T witness nodes do not
agree with the transmitted fusion result, as described in
Step 3. Thus, the polling order (which is the order of witness
nodes, as described in Step 1) determines the number of
uncompromised witness nodes that the base station must
poll in this round of polling. The number of possible polling
orders, in the sense of the black-white-ball model that was
presented in Appendix A, is given by

a__ WM-1' [ M-1
”1_(0—1)!(M—0)!_<C—1>’

where the subscript, vl, denotes the first case of the
VR scheme and the superscript, c1, represents the first round
of polling when the chosen node is compromised. Since the
chosen node in the first round of polling is compromised, the
polling stops after M — T witness nodes have been polled.
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This early termination is due to the fact that all of the polled
nodes disagree with the transmitted fusion result and the
remaining M — 1 — (M — T) = T — 1 unpolled nodes are not
enough to verify the transmitted fusion result, even when
they all agree with the result. Since the number of unpolled
nodes is T' — 1, the number of uncompromised nodes among
the unpolled nodes is M — C' — i if 4 uncompromised nodes
are polled. Hence, the probability that i of the M — T polled
nodes are uncompromised, where 0 < ¢ < M — T'? is then

given by
1 (M-T T-1
11 i M-C-i)’

is the number of ways to choose i uncompro-
mised nodes from M — T nodes and ( MT:CZ
of ways to choose the remaining M — C — ¢ uncompromised
nodes from the T'— 1 unpolled nodes in this round. No
node is excluded from the witness set because no node
agrees with the transmitted fusion result. The number of
compromised nodes, the number of fusion nodes, and the
size of the witness set in the second round become C — 1,
M —1, and M — 2, respectively, and only the chosen node is
excluded. Let O, (M —1,T,C —1,0) be the average over-
head when the number of fusion nodes is M — 1 and the
number of compromised nodes is C' — 1, where 7" represents
the number of votes required for verification and 0 refers to
the case in which P; = 0. Then, the average overhead, when
the chosen node in the first round is compromised, is
expressed recursively by

where (M-7)

) is the number

M-T
‘ 1 (M—-T T-1 \.
Oﬁ’l(M’T’C’O):ZHCi i )(M—C—i)m/ (4)

i=0 vl

=+ O’Ul(M - 1aT7C - 170)7

where k (k') is the number of bits that must be sent by a
witness to the base station when it agrees (disagrees) with
the transmitted fusion result."® The first term in the above
formula counts the number of bits that are transmitted to
the base station by polled uncompromised nodes when they
all disagree with the transmitted fusion result. Moreover,
the average round delay and the average polling delay
under the same conditions are represented by

Ry (M,T,C,0) =14 Ry (M —1,T,C-1,0)  (5)
and
Dy (M, T,C,0)=M T+ Dy(M—1,T,C~1,0), (6)

where R,(M —-1,7,C—-1,0) and D,(M —-1,7,C —1,0)
are the average round delay and polling delay, respectively,
when the number of fusion nodes that are polled for votes is
M — 1 and the number of compromised nodes among them
isC—1.

12. Actually, max{M — T — C + 1,0} < 4. Since (}) is 0, when b > a, 0 is
adopted as the lower bound of i.

13. The bits that are sent to the base station when a node agrees with the
fusion result are separated from those that are sent when the node disagrees
with the result, since the node can be silent when it agrees with the result,
and only a few bits are sent when it disagrees.

Suppose that the node that is chosen in the first round is
not compromised, the situation for which has a probability
of (M — C)/M. The number of the possible polling orders is

given by
u M-1
()

where the superscript, ul, denotes the first round of polling
when the chosen node is uncompromised. Since no valid
fusion result is available, when the polling stops at witness
node j, the node does not agree with the transmitted result
and the base station polled M — T disagreeing nodes
(including witness node j) (the second termination condi-
tion in Step 3 when M’ = M — 1). Furthermore, M — j — 1
nodes are unpolled and C — (M —T) =T + C — M of these
are compromised since M — T' compromised nodes must be
polled. Since the witness set has M — C' — 1 uncompro-
mised nodes, the maximum number of polled witness
nodes is (M — C' — 1) + (M — T), where all uncompromised
nodes that agree with the transmitted fusion result and
additional M — T disagreed nodes are polled. Thus, the
probability that the polling stops at the jth witness node,
where

M-T<j<(M-C—-1)4(M-T)=2M-T—-C—1
is given by

gy _ L J=1 M-j—1
FirG) _@(M—T—l)(T—&—C—M)’
where (,//} ) denotes that M — T — 1 disagreeing nodes
are polled in the first j — 1 positions to stop the polling at
the jth position.

Since j > M — T, thenumber of unpollednodes M — j — 1
is less than 7. In the following round, the M —-T
disagreeing nodes, along with these unpolled nodes, are
the fusion nodes, which are involved in the polling process.
Since Py =0, the first M —T — 1 will disagree with the
transmitted fusion. Now, M' =M -T -1+ M —-j—-1<
M —2 and M'—T+1 in the second condition of Step 3
will be equal to or less than M — 7T — 1. Therefore, these
unpolled nodes will never be polled in the following
rounds before the voting mechanism stops. Accordingly,
only compromised nodes are polled after the first round
and no uncompromised nodes are polled further. Nota-
bly, the number of uncompromised polled nodes is
j— (M —T)=j— M +T. Therefore, the average overhead,
when the chosen node in the first round is not compro-
mised, is given by

2M-T—-C-1

>

J=M-T

O (M, T,C,0) = Pl ()G —M+T)k (7)

The size of the witness set after the first round becomes
M=M-j—1)+(M-T)-1=2M—-T—j—2 (which
is the total number of unpolled and disagreeing nodes
minus one). The polling process stops if

M<T-12M-T—j—2<T—-1%j>2M—-2T—1.
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Otherwise, the size is decreased by 1 in each following
round until it becomes 7. Consequently, the total number
of the following rounds is 2M —-T —-j—2-T+1=
2M —2T —j—1 and the total number of rounds is
2M —-2T —j—1+1=2M —2T —j. The average round
delay is then represented by

2M 272
Rzl(M7T7 Ca 0) = Z Rvull(])(QM_2T_.7)
J=M-T 8
2M-T—C-1 (8)
+ > Bl
j=2M—2T—1

Since the polling process ends when M’ — T + 1 nodes are
polled in each round, the polling delay is

2M-T—-C-1
Dy(M,T,C,0)= > Pl
j=M-T )
2M—-2T—-2 . .
o (2M —2T — ) (2M — 2T — j — 1)
+ Z Pvll (.]) ( ) .
j=M-T

Equations (4) to (9) and the initial conditions then give
the average overhead and the average delays of Case 1 as

Ou(M,T,C,0) =
0 M<T
L0 (M, T,C,0) +2=C 0O (M, T,C,0) else,
va (]\/[a T: Cﬂ O) =

o

M<T
O Re (M, T, C,0) + XA Re (M, T,C,0) else,
Dvl (M7 Tv Cv 0) =

(10)

M<T

else.

0
{ @ pe (M, T,C,0) + 2= pr (M, T, C,0)

The second case, C' < M — T, produces a valid fusion
result. Similarly, if the chosen node in the first-round polling
is compromised, then the polling stops after M — T" witness
nodes have been polled. The average overhead and the
average delays, when the chosen node in the first round is
compromised, are expressed, respectively, as

0% (M,T,C,0) =
T-1

M-T 1 M~-T o
Y wa : ik
i=M-T—C+1 17 ? M—-C—i

+ 01;2(M_ 1,T,C— 1,0)7
R, (M, T,C,0) =14 Ryp(M —1,T,C —1,0),
DSy (M,T,C,0) = M — T+ Dy(M —1,T,C —1,0).

Only one round of polling is needed when the chosen node is
uncompromised in the first round. When the polling stops at
witness node j, the node agrees with the transmitted result
and the base station has polled T agreeing nodes (including
witness node j). Moreover, M — j — 1 nodes are unpolled, of
which M — 1 — C — T are uncompromised. The probability
that the polling process ends at the jth witness node, where
T <j<T+C,isgivenby
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1 j—1 M—-j-1
ul (o J J
The number of polled uncompromised nodes is 7. The
average overhead and the average polling delay when the
chosen node is uncompromised in the first round are
represented as

T+C
0%(M,T,C,0) = > P4 (j)Tk, Diy(M,T,C,0)
=T

T+C

= Py
=T

Consequently, the average overhead O, (M,T,C,0), the
average round delay Ry(M,T,C,0), and the average
polling delay D (M,T,C,0) can be represented as

0172(]\/[7 Ta 07 0) =

0 M<T
Tk M>T
and C =0
€ 08,(M,T, C,0) + =L O%(M,T,C,0) else,
Ryp(M,T,C,0) =
0 M<T
1 M >Tand C =0
SR (M, T,C,0) +25€  else,
Dyp(M,T,C,0) =
0 M<T
T M>T
and C =0
G D5y (M, T, C,0) +=C Dt (M, T,C,0) else.

(11)
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