EFE: MATLAB Programming Techniques

Problem 1:
Objective: The indexing operation for the MATLAB matrix manipulation

plays an important role in terms of efficiency and elegancy.

For the function )

2 0<r<2?2
2 3<z<5
flz) = (1)

2 6<r<8
| 9<z <10

write a function or a short program such that when given a nx1 vector x
whose components are all in [0, 10] generate a function vector y = f(z), i.e.
given z =[1 6 3 8 10], generate y = [1 36 27 64 10] according to (1).

The indexing operation is a technique that needs no ”for loop” nor ”if else”

commands. & shows the beauty.

IR ke[l 63 8.10];

= fl=@(xy ».4;

= f2=@(x) x.13;

dii= 3=@(x) x."2;

S fa=@(x%) x;

b

B y=zerosi sizel(x));

8 — vixe=0 & x<=2)=fl{x(x>=0 & x<=2));
g = Vixe=3 & x<=5)=f2(x({u==3 & x==5));
= yius=t & x<=81=T3(u{x>=0 & x==8));
1= yixx=0 & x<=10)=f4(x(x>=9 & x<=10));

1: One of the usage of indexing operation.



Problem 2:

Objective: This problem is to demonstrate the importance of the matrix
computation by MATLAB as compared to the usage of the ”for” loop which
might be the first thought coming into the mind. The difference in efficiency
will be seen when this computation needs to be done for thousands of times
and when the dimension of the probelm increases as it is the common scenario

in Monte Carlo simulations.

Let X = [x1 X2 - -Xy| be a pxn data matrix, where p designates the dimen-

sion and n represents the sample size. We want to calculate the following.
n n _1 B
d= Z Z exp(T (x5 — xx)'S; ' (x5 — xi)) (2)
j=1 k=1

where S ! represents the unbiased sample covariance matrix and is expressed

by

n
Spt=n"") (x5 — Xn)' (%5 — Xn)
j=1

in which %X, = n~! ;1 Xj is the sample mean vector. The data matrix X

can be generated as independent random samples from normal dirtribution,

e.g.
X=normrnd(0,1,p,n)

with n =50 and p = 2.
1. Calculate d by using the technique of "for” loop.
2. Calculate d without using the technique of ”for” loop.

3. Compare the time it takes for executing 10000 times of (a) and (b).



4. Compare the time it takes for executing 10000 times of (a) and (b) as
p increases from 2 to 3,4,5,10 and 20.

5. Compare the time it takes for executing 10000 times of (a) and (b) as
n varies from 10, 20, 50 to 100.

A demonstrated program for this problem is shown in [& 2. You need to add

some time-related instructions for each methd to collect the elapsed time.

i [= n=50;p=20;

i ¥=normrnd(0,1,n,p);

S S = coviX,1y;

4 — ¥ o= ¥¥inv(S)*';

5 % Method 1:Do by Loop without preallocating memory space
6~ dik=[1;

Ties for™j" =141,

8 — for k = 1:n,

O d=¥(j,5)- 2%, k)+¥(k,k);

it dik = [djk;d];

L1 == - end

%= end

13 % Method 2:Do by Loop with preallocating memory space.
14— dik=zeros(l,n*n);

k5= i=1;

16 — for j = 1:n,

1= for k = 1:n,

18 — dik(i) = [Y(j,1)- 2%V() ,k)+7(k,k)];

Il 2= i=i+l;

20 | end

(7= end

27 % Method 2: Do by matrix manipulation

3= djk=reshape( repmat(diag(¥)',n,1,n*n,1 +repnat(diag(¥y,n,1)-2*reshape(¥,n*n,1);
24 L R oV Pl o Sl o1y o1 1)0] 1 4 i o) RN

5= d=sum(exp(-djk/21);

2: Three methods for computing d in (2)



Problem 3:

Objective:The usage of the anonymous functions could be very elegant, neat
and dramatic. The programmers should be acquainted with the techniques
of applying anonymous functions in the right place. In most situations,
the usage of the anonymous functions is straightforward. However the ef-

fect of combining anonymous functions with regular function could be huge.

Suppose two independent variables X and Y follow Beta distribution with
their PDF being fx(z) = G(z|a1,b1), fy(z) = B(x|az, by) respectively. Let a
new variable Z be defined by

Z=XY

The variable Z does not look like following the Beta distribution. Now we
want to approximate the distribution of Z by a beta distribution (a,b) in
the following way

min / (f(2) - Blzla, b)) d= (3)

a,b

where f(z) is the real distribution of Z and is written by

f(z) = / fy<y>fx<z/y>§ dy

Let the parameters of the Beta functions fx(x) and fy(x) be set to
a1:b1:a2:b2:2

Now the problem is to solve the minimization problem (3) for the optimal
parameters a and b.

To solve a multivariate optimization problem, MATLAB provides an instruc-
tion ”"fminsearch”. The usage of "fminsearch” requires a function definition

(the underlying function) as its first argument. In general, an anonymous

4



function is employed for this purpose. However, for complicated functions, a
function file is necesary. [&3 demonstrates the programs containing a main
program (only one instruction) and a function (fun_z). This program is pretty
concise and may not be easy to understand for inexperienced programmers.
In fact, a complicated program starts from a simple one and finishes after a
series of modifications. [& 777 shows another way of solving (3), although it
is not condense, but works. The inexperienced programmers are suggested
to draw f(z) to get an idea of solving this problem. 4 demonstrates the
program of plotting f(z) in two ways.

Meanwhile, it is a good idea to draw the figures of the real and the estimated
distribution functions together to help check the correctness of the program

or the goodness of the approach.

[ab,hval ]=fminzearch(@ a) quad(@ zi(fun z(z)-betapdfiz,al(ly,a(2yy).42,0,13,[5,5]);

2 function k=fun z{z)

3= k=zerosisize(z));

= for i=l:length(z)

5| w=@{ vibetapdf(v,2,2). *betapdfi(z(i)./v,2,2). /v;
i kiid=quadiw,z(i),1);

= end

3: The usage of anonymous functions and regular function.



%% plot {(z)

f=@iz) quad{@ v) betapdf(vy,2,2) *betapdfiz./v,2,20. /v, z,1);
z val=0.01:0.01:0.99;

n=length(z valy;

fz=zeros(l,n);
ol il T e ]

felii=fiz valii));
end

plot(z val,fz)

%% another way of plotting [(z)

z val=0.01:0.01:0.99;

n=length(z valy;

fz=zeros(l,n;

for 1=l:n
f=@(v) betapdf(v,2,2) . *betapdf(z val(i)./v,2,2)./vy;
fz{i)=quad{f,z_val(i),1);

end

plot({z val,fz)

4: Two approaches of plotting f(z).

Problem 4:

f(x) = mif (x|, 07) + o f (x|, 03)
Hfm+m=1, f(z) BERBREREHE.

L H—XEAMEA ezplot fEHEH ERKE, BARRPITR AT LIZME HE
B B AR 2 E

2. REEEGEAR, BEEERE EADFAIER B 1 = 40,01 = 10,4y =
60, 00 = 20 BEEANE, SEEE LA 7 HEKRE n WIE, B 7 =0.1:
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0.1:0.9, n =50 :50: 300, ZEAF = # n 55ELE N = 10000 HE
K, MEFEEREES T, BERNELNES m H o EURPE, L
ER] DA B B 8,

3. BEEREEKERK —EEERELR, AFE—BER, # LAiryiEEK
m B on 2, S RER N EE G EERZE,

4. INREHRELEFREARODEHEATR, W2 f(r) 2RO ECK
B, ERHRE —ERE (function) ZREEH BRI EBRLEN . AEEER
BEERIIA f(z) 2 T B RS HHEE,

5. EITBEAGEHY, K EMELE RS HIFFIAREEEE (BB function
AR, SRS EEEHEEBCIREE), MEHEREEEE L, EArH
BB,

6. K EAMAEARR m o HETH N AR REEENRAE, B0, F
BfE. EEESGEEEMN, TR SR GHRIER Latex FIREFR
B HE E R E .

B (R B M R AR T R AU AT, HBRIRS 2%, input, men
(B2 ), num2str, str2num, strcat, clock (datevec). BLERYE 4 M HE

1% seed, BE TS
RandStream.setDefaultStream(RandStream('mt19937ar’,’seed’ ,sum(100*clock)));




