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Abstract

Economic development is concerned with how ahy the level and the growth
rate of per capita income might change over tingeamoss countries. Before 1750s
growth rates of per capita GDP for almost everyntguin the world were near zero.
Since 1750s, and especially after 1870s, a fewtaesrescaped this Malthusian trap,
and per capita GDP of them had grown at 2% annustignation, transition, and
growth are basic stages of economic developmeisedan the models of Lewis and
Romer, we incorporate Coase’s transaction costsomt model. Marshall’s principle
of substitution and Smith’s idea that enemies eféhemy are friends are
emphasized. Our model shows that to explain ecomgrowth and development, we
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|. Introduction

Economic development is concerned with how and thieylevel and the growth
rate of per capita income might change over timis. dlso concerned with the effect
of population, institution, and other social anditpal factors which might have on
the economic performance of an economy. Economstotians have taught us that
economic growth became the norm only after thestrial revolutiont Per capita
output had been stagnant for thousands of yearmdinot until the late eighteenth
century that some nations in Western Europe begaave sustained growth in per
capita income. Before that the level of per capitme might have increased a little
bit for some decades, but for those decades antl partier there was no sustained
growth. A useful theory of macroeconomics must aixpthe evolution of these three
stages of economic development: stagnation, tiansénd growth.

Before 1750s growth rates of per capita GDRef@ry country in the world were
all near zero. Since 1750s and especially afte04,8% few countries escaped this
Malthusian trap, and the per capita GDP of themdrad/n at 2% annually. Any good
theory of economic development must therefore expleese phenomena. Many
economists have contributed to the explanatiomisfliig question. Lewis (1954)
pioneered the modern theory of economic developtieatigh a classical model of
rural-urban migration with unlimited labor suppMurphy, Shleifer, and Vishny
(1989), Galor and Weil (2000), Hansen and Pre206@2), and Parente and Prescott
(2005) provided various two-sector models to disdtie transition from traditional
agricultural (Malthus) economy to modern commer¢salow) economy. Stokey
(2001) and Lucas (2002, 2018) studied the firstigtdal revolution both theoretically
and empirically. Jones (2011) paid particular dttento the weak link in the process
of economic development. Acemoglu and RobinsonZ2@%ked why some nations
succeed and others fail, and focused on the itistits of various nations.

Economic historians have also written much on egooaevelopment. Deane
(1965) was among the earliest economic historiams studied the first industrial
revolution. North (1981) first put institutionsthie center of economic history, and
North, Wallis, and Weingast (2013) extended itttalg the conceptual framework of
human history. Huang (1997) emphasized propertytsignd institutions in his work
on the macro-history of China. Ferguson (2011) adsluded property rights in his
interpretation of western civilization. McCloske30{L6) considered liberalism and

1 See, for example, Deane (1965), North (1981), INaMallis, and Weingast (2013), Ferguson (2011),
McCloskey (2016), and Mokyr (2017).
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ideas as two of the major causes for countriegtango capitalism. Mokyr (2017)
focused on the culture of growth in the developnoéntestern civilization.

Endogenous growth theory, pioneered by Romeé(lhas been useful in the
study of sustained growth of a nation but, accaydanParente and Prescott (2005), it
is not useful in the study of the evolution of papita income level. Nevertheless, we
will show in this paper that when we introduce gaction costs into Romer’'s model,
it could be used to study both the growth ratetaedevel of per capita output. In fact
we combine the classical analysis of Lewis (195dh Romer’s model, and in doing
so we allow the idea of Coase (1988) to play aroit@mt role in the explanation of
different stages of economic development. The thiotion of transaction costs into
growth and development models makes institutiomgportant issue. Not only
historians but some economists have emphasizacthffetance of institutions. North
(1981), North, Wallis, and Weingast (2013), Fergu&011), and Acemoglu and
Robinson (2012) have been examples.

This paper is organized as follows. Section lInoaerview of some examples
concerning the substitution structure of producaod economic development.
Section Ill uses a simple model to illustrate heansaction costs might help growth
theory to explain the evolution of both the levetigrowth rate of per capita income.
Section IV discusses the relationship between éietion costs and the ease of
substitution between different factors of productiand their economic implications
for growth and development. Section V concludes.

[1. The Substitution Structure of Production

By the substitution structure of production lanehe structure of substitution
between productive factors in the process of pridncThis substitution can happen
at the intensive margin as well as at the extensnee In the process of economic
development, for example, free trade means that #ne more substitution in goods
and productive factors between trading partnersyane substitution at the extensive
margin. On the contrary, protectionism would haagslsubstitution between goods
and factors. In this case of economic developredistitution at the intensive margin
means substitution between domestic goods andr§adiothis paper we will show
that both intensive and extensive substitutionsyacessary for a country to move
from the system of agriculture to that of commerce.



Technology, property rights, institutions, cuéfuideas are all important factors for
a country to march into capitalism. But all of tdactors are results of a common
factor: the principle of substitution first proposiey MarshalP

As far as the knowledge and business enterprifgegfroducers reach...the sum of the
supply prices of those factors which are usedsig, mile, less than the sum of the supply
prices of any other set of factors whighuld be substituted for them; and whenever it appears
to the producers that this is not the case, thélyasi a rule, set to work to substitute the less
expensive method...We may call thiFhe principle of substitution. The applications of this
principle extend over almost every field of economiquiry. (italics original)

The principle of substitution is actually concermeith the substitution at multiple
margins, as Marshall said in the following paragrép

Each man’s actions are influenced by his specipbdpnities and resources, as well as by his
temperament and his associations: but each, talkiogunt of his own means, will push the
investment of capital in his business in each sd\direction until what appears in his
judgment to be the outer limit, or margin, of ptafileness is reached...The margin of
profitableness...is not to be regarded as a meréd pniany one fixed line of possible
investment; but as a boundary line of irregular shape cutting one after another every possible

line of investment. This principle of substitutienclosely connected with, and is indeed
partly based on, that tendency to a diminishing cdtreturn from any excessive application

of resources or of energies in any given direction.

When firms and households produce goods and ssnttoey are minimizing costs,
given their objectives: profits for firms and utlifor households. But there are many
margins for them to choose factors of productiominimize costs. The substitution
between factors of production is not at a singlegmnabut at multiple ones. If there
are not transaction costs, then, according to C@&£8&8), all margins would shrink to
a single one since there are no costs moving fmetmoss different margins. This
means that the substitution structure of produasatetermined by transaction costs.
But, on the other hand, the ease of substitutidhimvor across margins determines
the magnitude of the transaction cost. The easisubstitute one factor for another,
the lower the cost of moving factors within or e&genargins. Substitution structure
and transaction costs are therefore two sideseo$dime coin: substitution structure
determines the costs of transacting factors withiacross margins, and transaction

2 Marshall (1920, p. 284).
3 Marshall (1920, p. 296).



costs tell firms and households how easy they cadyze through substituting one
factor for another.

1. Historical Examples
1.1. England before and after the Glorious Revotuti

When William | conquered England in 1066, theus® of Norman introduced
feudalism to England. In the chaotic period of faise of Plantagenet such as in the
reign of Richard | and John, landlords were them@as of both their farmers and the
king. But the king was not naturally the enemylafge farmers. In effect, to the end
of the crusades, kings of England began to acegstfrom farmers and made them
free burghers. Enemies of landlords thus becarards of the king. The substitution
structure that enemies of the enemy are frienddat we call internal substitution
structure’ This structure had at least two effects on econataielopment. First, it
caused the transition from countries to cities whm¥ople exchange ideas and
knowledge. The emergence of the city symbolizedrdesition of an economy from
the system of agriculture to that of commerce. 8d¢cthis structure indicated that, in
addition to labor, the most important factor ofgwotion shifted from land to capital
because agriculture is more land-intensive and cercenmore capital-intensive.

But internal substitution structure alone camemde sufficient to let a country
march into capitalism. It needs the external studgtn structure to help get it done.
By this structure | mean foreign opportunities era for the domestic country.
Free trade is one of such examples. For exammdtdhan cities such as Venice,
Genoa, and Florence became capitalists during fdthe crusades because they
resided in the middle of the route between the Zilan world and the Turks. In 1498
the discovery of the new route to the east offénage opportunities for merchants in
Western Europe to make a fortune by trading witaraal countries. Italian cities
were left behind by Portugal, Spain, the Nethersaiathd finally England and France.
The external substitution structure was speedinthegrocess of rural-urban
migration by substituting foreign factors and goéamtsdomestic ones. Both the
internal and the external substitution structuresngcessary, and probably sufficient,
for a country to become capitalist. In the casEmgland, it did not become capitalist

4 The proposition that enemies of the enemy aradsevas probably first proposed by Smith (1789).
And it has been supported by modern social psygigtsuch as Galinsky and Schweitzer (2015). In
terms of Ben-Porath (1980), in additional to thigioal three members of the so-callegtonnections:
family, firm, and friend, the foe (enemy) might the fourth one.
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until Glorious Revolution happened in late 1688eAthis revolution both internal
the external substitution structures functioned famally made England a modern
commercial country.

1.2. China before and after the 1980s

In ancient China the emperor and bureaucrats warememies. Bureaucrats were
hired through examination and their job was helgheyemperor rule the people, in
which most of them were farmers. The internal stligin structure that enemies of
the enemy are friends just did not exist in anc{@miha. This means that the process
of rural-urban migration was much slower in Chihart in western countries such as
England. This transition did not exist until theraounist China finally became
capitalist in the 1980s, when the iron curtain wpsned and when China was merged
into the global economy by joining the World Tra@deganization (WTO) in 2000.

1.3. Japan before and after Meiji Restoration

There were also three classes in ancient Japarerempeudal lords, and farmers.
But the internal substitution structure was differf'om that of ancient England. The
emperor of Japan did not have political power.dswn the hands of feudal lords.
Though both farmers and emperor might hate thess,Ithe emperor had nothing to
give to farmers in exchange of citizenship sucfrees burghers in Europe. As in the
ancient China, the process of rural-urban migratvas also very slow. It was until
the Meiji Restoration in 1868 that feudal lords gaheir power back to the emperor
such that the transition of the economy from thecafjural system to the commercial
one began. The reason why feudal lords gave poaad Wwas that they found that
trading with western countries was more benefitathem than just collecting taxes
from farmers. Once again, it takes both internal external substitution structures for
a country to march into capitalism.

2. The Struggle, Competition, and Cooperation @isSés

2.1. Marx’s Two-Class Case

The class struggle is actually a case of the iatesubstitution structure. To Marx
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there are only two classes in the end of clasggkeuAs he said in the followiny:

The history of all hitherto existing society is thistory of class struggles. Freeman and slave,
patrician and plebeian, lord and serf, guild-maatet journeyman, in a word, oppressor and
oppressed, stood in constant opposition to oneéhanotSociety as a whole is more and more
splitting up into two great hostile camps, into tgreat classes directly facing each other:
Bourgeoisie and Proletariat.

If resources are scarce and there are only twosigpdasses left, then it should be a
zero-sum game where either bourgeois or proletaoatd triumph in the end. But
economic development with rural-urban migratiomigeneral a positive-sum game.
There must be something wrong in tbemmunist Manifesto.

One of the answers to this problem is that tasscstruggle or competition can be
either good or bad for the society. In the two-€lease, there could hardly be any
chance for these two classes to cooperate, armesh# would be bad for society as a
whole. On the other hand, when there are thresetaghances for the cooperation
between classes would increase, especially whebatiem class could cooperate
with the top (or the middle) class to compete ik middle (or top) class.

2.2. Smith’s Three-Class Case

The internal substitution structure that enerofethe enemy are friends provided
us with a good example for the struggle in thressts. Since landlords were enemies
of both farmers and the king, the latter two classeuld have incentives to cooperate
against landlords. This cooperation helped cregpéalist mode of production and
the rise of cities and bourgeois. This result rersegally been good for the society. As
Smith had said the followin:

The burghers naturally hated and feared éhds] The king hated and feared them too; but

though perhaps he might despise, he had no re#tbente hate or fear the burghers. Mutual
interest, therefore, disposed them to support ithg, land the king to support them against the
lords. They were the enemies of his enemies, andsthis interest to render them as secure
and independent of those enemies as he could.@8¥igg them magistrates of their own, the
privilege of making bye-laws for their own governmehat of building walls for their own

5 Marx and Engels (1992, p. 3).
5 Smith (1789; 1994, p. 430).



defence, and that of reducing all their inhabitamder a sort of military discipline, he gave
them all the means of security and independentiygeobarons which it was in his power to
bestow.

It should be emphasized that three (or moressels are a necessary, but not
sufficient, condition for class struggle to haveékcial effects for a nation. For
example, in ancient China the emperor and buretsuaere not enemies such that
farmers could never have chances to cooperateanitfone of them. Though the two
ruling classes would not necessarily exploit tHedufarmers would hardly have the
chance to work in the city and the rural-urban eign would be very unpopular.
Japan before the Meiji Restoration had a diffesetistitution structure, though it was
also unfavorable to the emergence of a systemrnofregrce. Recall that the emperor
and feudal lords were also not enemies, thouglpohgcal power was in the hands of
feudal lords. The ruling classes of Japan had centives to cooperate with farmers,
and this made the agricultural system a perpetugal o

The economic law of motion of modern society¢here lies in its substitution
structure of production which consists of interaatl external substitution structures.
The external substitution structure is in genexalgenous to a nation, but the internal
substitution structure is largely endogenously mheteed. If a nation would have an
internal substitution structure that enemies ofg¢hemy are friends, then it would
have chances to move from the system of agricuttutkeat of commerce. Social
progress is a result of both competition and caatpmr. Competition could be either
beneficial or harmful for a society. Smith lookedath the bright and dark sides of
the competition between classes, but Marx only exsjzled the dark side and thus the
class struggle has always been harmful.

2.3. Lewis’s Classical Model with or without theaS$ Struggle

The theory of economic development of Lewis @)9kas ambitious. It was
concerned with both the theories of Smith and Mharxerms of the Lewis model, the
perfectly elastic (or unlimited) supply of laborrocesponds to the Malthusian stage of
economic development, where the real wage (or pcos¢) of the labor stands for the
subsistence level of consumption. The landlordimaled curve for labor is negatively
sloped, and the triangular area between the labmadd and the horizontal labor
supply represents the surplus (or rent) of theladdThe landlord had no incentive
to redistribute the surplus to farmers such they thould stay with the subsistence

7



wage for a long time until the emergence of fregybars. These free burghers (or
bourgeois) and the corresponding rural-urban mmmnateflected the transition of the
mode of production from the system of agriculturéhtat of commerce. Free burghers
accumulated capital gradually and then becameaiegbét

The second stage of economic development wabetmesen the era of Malthus
and that of Solow, as argued by Galor and Weil (208ansen and Prescott (2002),
and Lucas (2002, 2018) among others. Though thasesame capital accumulation
at this stage, it was not large enough for the ¢p@ais to have a sustained growth in
their real wages. This is because there werdeatlopportunities for the tiny surplus
capital of most of the bourgeois to invest. Thigaion would not change until the
bourgeois would have more investment opportunidsst of the opportunity came
from oversea trades. Crusades made the Italiascith. The discovery of new route
to India and China in the late fifteenth centurgught fortunes to kings, landlords,
and the bourgeois in Western Europe. The effectiseoéxternal substitution had been
tremendous and had made real wages of both thgdmiarand the farmer starting to
grow. When real wage was growing at a sustainexdwathad entered the third stage
of economic development.

In terms of Lewis, landlords would not shift théda demand curve to the right at
the first stage, if there were unlimited supplyaidor and every one of them would
consume only the subsistence real wage. The lalboadd would begin to shift to the
right only when some farmers became bourgeois agdrbto organize guilds. The
guild had some local monopoly power and would dedriahorers to make them
masters in their own professions. The transitios slaw because most people were
still working as farmers, and the extent of markeas not large enough for the
bourgeois to accumulate their initial capital amdlfthe opportunity to invest. It was
not until the sixteenth and the seventeenth certhatysome countries in the Western
Europe entered into the system of commerce. Tipugatst mode of production made
the sustained growth in real wages possible. iIngesf Lewis the labor demand curve
shifts enough to the right such that it passed.évés turning point where the elastic
labor supply curve would become positively sloped.

[11. A Classical Model of Economic Development

Following Lucas (2002) and Parente and Pre$20@5), a classical model means
a model with production but without utility. In thsense the first classical model on
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economic development might be Lewis (1954). In gaper we use Lewis model as a
benchmark to characterize the relationship betveeenomic development and the
substitution structure of production. In the traaitof Becker (1993) and by using the
household production function, households can beetd as producers. Both firms
and households are therefore assumed to minimste sabject to the production
technology. The novelty here is that the full cofstéither firms or households would
include both prime cost and transaction cost wineb emphasized by Coase (1988)
and Ben-Porath (1980).

Suppose that there is an aggregate productionifumcY = G(A K, L,N), where
Y is outputK is capital L is labor,N is land or natural resource, aAds for idea. All
factors of production are assumed to be privatelgothat is excludable and rival,
except that idea is an excludable but nonrival gasdargued by Romer (1990) and
Jones (2011). Following Stokey (2001) and ParemtePaescott (2005), the supply of
land is assumed fixed and can be normalized ty snith that the aggregate
production function can be redefined ¥s= G(A K,L1)=H(AK,L).”

The aggregate production function would be deriveoh a cost minimization
problem, where the business firm makes a decidistaging with the original
technology or switching to a new one, and the gabilor this firm is to choose a less
costly way to produce the same amount of final outy/e call the original way of
producing goods the intensive margin, and the nay the extensive margin,
following the terminology often used in such figsl labor economics. When the firm
chooses the extensive margin, this margin wouldimeca new intensive one because
the firm would stay with it for at least a whilehdn the firm would face another
round of choice between this new intensive marguohanewer extensive one. And
the process will not stop until the firm would n@ma change its positions. To keep
things simple we do not address this dynamic pscethis paper and would like to
leave it for future research.

The cost minimization problem of producers can éscdbed as a two-stage
problem. At the first stage those who would likes&tl the final good, say coffee, in
the market should learn how to accumulate theiegige in making coffee. Then
these professional coffee makers use labor andaté&piproduce the coffee at the

7 In a more general case | am working on, followSigkey (2001) and Hansen and Prescott (2002),
the supply of land is still fixed and normalizedutaity, but the share of the rent of land would lnet
included as a part of capital share, as used ipregent paper. In the Malthusian era, we canigo th
only when the rent of land was rent certasnadopted in England, where the rent was a lumpasd
would have no marginal effects on functional incafisribution.
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second stage. Now consumers have more choicesdeettericost of using coffee
market has been reduced by the café and the spediabffee makers.

To introduce Coasian transaction cost into our rhizdeis assume that some
efforts X are necessary in using markets to produce goddselefforts include, for
examples, searching for information, bargaining aegotiating, enforcing the
contracts, and measuring the quality and quantigoods. Without loss of generality,
assume that the efforts of using markets are lipealated to the expertise of
professional coffee makers, or assume tiAat= 12X , where A. represents the idea
or expertise a typical professional coffee makeéheamarket would have in making
coffee, and x>0 is a variable representing the efficiency of useffgrts to produce
the expertise. A larger value of implies that professional coffee makers have
better expertise such as more information, bettenedge and know-how, better
skills in making coffee, and so on.

Let the price of efforts beR, , that is, the cost of a unit of efforts in ternighe
final good. Note thatl/ « is the cost of producing a unit of expertise immte of
efforts, so P,/ is the cost of producing a unit of market-madedsoo terms of
the final good, which we define as marginal tratisaccost C") of producing
market-made goods, o€" = P, / u. The efforts of using markets are factors of
production and therefore intermediate goods of pecody final goods. They are
produced by other factors of production such asrlaind capital. Assume that this

B LEl—ﬁ

production function is Cobb-DouglaX¥:= K. , such that we have

A =X = uK L. where L., K. are labor and capital devoted to the

accumulation of expertise, respectively< g <1.

Firms which want to enter into the extensive mafgay, to start a café) have two
options: produce the market-made goods by themselvbuy them from other firms
in the market. If they choose the former they beeaellers of the good, and they
become buyers if they choose the latter. Accortingoase (1988), transaction costs
are the costs involved in using institutions susmarkets, firms, and the law. When
there are no transaction costs the equilibrium itmmdwould require that the price of
expertise be equal to the discounted sum of profitget cash flow the expertise will
generate, as described in Romer (1990). But whene thre transaction costs the
equilibrium arbitrage condition would require that
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(1) C"+P. =

where P. is the price of AL, 7, is the flow of profits generated by the expertise

(such as license) in thith period, anadh is the duration of the expertise or of the café,
i =12,...n. This means that aftarperiods either the expertise or the café will be o
of date. Equation (1) indicates that the sum ofdiseounted profits or net cash flow
of acquiring new expertise is equal to the fulltaafsdoing so. And the full cost
includes not only the cost of acquiring the experttself, but also the transaction cost
of protecting and enforcing the property rightstdf

After acquiring the expertise (or license) peo@séto provide some efforts for
protecting and enforcing their property rights. fnee of doing this isP, , as
discussed above, and the full cost wouldBe\. + P, X = FA., where F is the
unit full cost of the expertise. When full cosgigater than net cash flow, people
would have less incentives to learn new skill irking coffes; otherwise they would
like to learn more. In equilibrium the full cost stibe equal to the net cash flow of
learning the expertise. Note th& =C"x and A. = xX,so P X =C"A.. This
implies that FA. —C"A. = P.A., or simply F =C" + P.. In equilibrium the full
costF is obviously the full price of the expertise.

Now we consider consumer’s problem. Assumedbasumers face a Smithian
make-or-buy decision: to make the good by themsatweo buy it in the market. The
purpose of consumers is assumed to get the gogadvidnat in the least costly way.
According to the principle of comparative advantagglers in the market are usually
better at producing goods than buyers. Becausg nsankets is costly, buyers should
pay transaction costs such that sellers are witlingring goods to the market. The
cost minimization problem of consumers can be desdras follows:

(2) C=Y min{min(F,w"“r®), (1— y)w" “r“}

whereC is total cost of producing the final good, Sagups of coffee,w" “r” is the
unit cost of labor and capital in making coffee e O < x <1, and y is the

8 This could also be considered as a special catbe afell-knownCoase Conjecture (Coase (1972)).
Actually | believe that Romer knew this problemf lalnat he had done was to assume it away! In p.
S82 of his 1990 paper he said that “It is alsoezasi assume that the firm that buys a design...lients
durables instead of selling them outright...this shdkat there are market mechanisms that avoid the
usual durable-goods-monopoly problem.”
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fraction of labor and capital devoted to the prdaturcof the final good at the
extensive margin (in the market) such tHat y is the other fraction devoted to the
intensive margin (at home)) < y <1/2.° Professional coffee makers use the
expertise together with their labor and capitgdtoduce the final product. Equation
(2) indicates that all the three factors of productexpertise, labor, and capital are
necessary to make coffee in the market, but ofigrland capital are required to
make coffee at home. People can either produceeddr themselves, or buy it in the
market. They just choose the least costly way tefaacup of coffee.

In equilibrium the cost of making or buying ad#fwould be the same. Because
there are three inputs: professional coffee malexpertise, labor, and capital, the
total cost function can be written & = FA. + wL + rK,,, wherew is wage ratey; is
rental price of capital, and.;, K, are labor and capital in producing coffee, the
final output!® We assume that both labor and capital marketsargpetitive but the
market for expertise is not. The first minimizatimmoblem inside the curly bracket of
equation (2) requires that both expertise and labpital are necessary in making
coffee in the market, that is,

(3) C=FY =" rey
This means thatFY =C = FA. + wL +rK, or Y = A. + (WL +rKy)/F . Since

the unit cost function is assumed to be Cobb-Dagla immediate implication of
this result is that(l— a)(wL, + rK,) = wL, . Combining this with the above

equations we have

(4) Y = Ac + (WLy) /[y (- ar) (W]

By Shephard’'s Lemmal, =oC/ow=y(1-a)w “r*Y,

Ky =0C/or = yaw “r*?Y , so K, /L, = aw/[(1-a)r ] Inserting this into (3) and

9 The expertise of professional coffee makers cbeltheir knowledge concerning coffee, their skills
in making coffee, or any other know-how which oatinpeople could not easily obtain. Because café
needs both experts and ordinary workers, the @raaif labor/capital making coffee at home shoult no
be less than one half. Otherwise no one will gthéocafé because the coffee is too expensive there.
10 As will be shown later, the expertise is in turoguced by both labor and capital, and the aggeegat
production function will be a weighted averagehs butputs produced by people at home and those in
the market, with the weights being the fractiontabbr and capital allocated to these two kinds of
production.
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rearranging terms would have

(5) Y = A+ AKS L

where A,'=[(1-a)/a]” [y Q- )]

The solution for the second cost minimization peobloutside the curly bracket of
equation (2) requires that the total cost of making buying coffee would be the
same in equilibrium, so we have

(6) (F + W r*)Y = (L-y)w“r®yY
The solution to equation (6) is equivalent to thiathe following redefined problem:
(7) C=Y min{F,(L-2y)Ww" “r®}

A similar aggregate production function to equaiidncould be derived with only a

modification of replacingA, 'by A,,where A, =[(1-a)/a]*[(1-2y)1-«a )]

In this paper we assume th# > . This means that the marginal productivity of
per capita capital at the extensive margin (acagiexpertise) is greater than that at
the intensive one (no-expertise efforts), or thatproduction function of goods made
in the market has larger marginal product than iiinadle at home. Otherwise there are
no consumers who would buy goods in the markétairtqualities or convenience are
the same. CombiningA. = #X with equation (5) gives rise to the following
aggregate production function:

®) Y =uK L + AL

Before the completion of the model, we first lexp the relation between the
aggregate production function and the market dayuilm of final goods. First, when

there are no transaction cos®&'(=0), P. = F, and this is the standard arbitrage
equilibrium condition: at the margin, the cost afymg the good is equal to the
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discounted sum of profits (or monopoly rent) getexidy selling this good in the
market. But whenC" -0, u=P /CT -, s0 X =A./u—>0: no efforts will be

devoted to using the market. This contradicts #u that using markets is costly in
the real world. The second aspect is that whenraviiould like to buy goods in the
market place it must pay the costs involved in gisire market. If it does pay the full
price, that is, prime costs plus transaction cdk&s) its demand for the good becomes
Smith’s effectual demandtherwise, it is an absolute demantt. Obviously here the
effectual demand is represented by the full priee+ C* such that without paying

for transaction costs, the firm’s demand would mee@bsolute and it will not be
realized in the market. The firm must pay not ahly prime cost but the transaction
cost to bring the good to the market. The firm waololly nothing if it only pays for

the fixed cost. Another implication of equation {}hat, for any goods to be
effectively brought to the market, marginal berseient) must exceed marginal costs
(transaction cost) of doing so, df > C" . If the benefit fails to be larger than the
cost, no new goods would be created. In the extiease thatC"™ — «, it is too

costly for the firm to start a new business, sunat there are no new goods to be

produced at all. MathematicallypA. =P, X/C" - @s C' —>w.

To close this model we need market-clearing tamg for both labor and capital.
Assume that there is & fraction of people who would like to learn the exse,
where 0< # <1, and the remainind.—# has two choicesy fraction of it would
choose to work at the extensive margin (in the e@ykvhile 1-y of it would work
at the intensive margin (at home). For simplioitg also assume that the proportions
of capital employed at these two margins are theesas those of labor. Again
nothing important would be changed if this assuarptvere relaxed. The labor and
capital markets clear ifL. + L, =L and K. + K, =K, where L,K are the
aggregate supply of labor and capital, respectivilyen all markets clear, equation
(5) would become

9) Y = uK’ LM + (1-0) ALK“LE

OuK”1* is the fraction of skilled labor/capital devotedthe accumulation of the
expertise. (1-9) A, K“L"™* can be decomposed into two parigl-0)A K*L"™ and
1-»)(1-0)AK“L™™. The first part is the fraction of unskilled lalapital devoted

11 For the distinction between effectual demand dwblute demandge Smith (1789; 1994, p. 63).
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to making coffee in the market, and the secondipdhat devoted to making coffee at
home. Equation (9) characterizes the aggregateuptioth possibility frontier. It is a
weighted average of the production functions atesitve and intensive margins.

All of these results can be illustrated by Figurénla world without transaction
costs, no market-made goods would be produced beasming the market is not
costless. This implies thaf\. =0, and the poinB in Figure 1 will shrink to the
origin immediately. In a world with positive trart$i®n costs there are two situations.
First, if transaction costs are no less than thethee firm might earn from its
production of the new good, that is, F <C', then obviously no goods will be
produced. The poirB in Figure 1 will again shrink to the origin. Sedpif F >C",
then the new good will be produced, and in equilit; F -C" = P. > 0, a positive
price which is necessary foA. to exist.

Transaction costs, therefore, act as thresholttsetotroduction of new ideas or
new goods into the economy. When transaction @sttower because of better legal
system, more information, less unnecessary lawdags political conflicts, among
others, poinB in Figure 1 will move rightward to poif®, and the intersection point
of the two production functions (poiA) will move upward along the production
curve at the extensive margin to another newemskte margin (to poird’ in
equilibrium). This is because now the firm would/@detter expertise due to the
reduction of transaction costs. This process wilbg and on if more transaction costs
are reduced and therefore better institutions stabéshed. The long-run aggregate
production possibility frontier will be the uppemelope of the production functions
at various margins. There is always another betttansive margin out there for
people to pursue if they can find a better waydbtg it.

In the long run the model economy will grow adhe balanced growth path

(BGP). In particular per capita output and per @apapital will grow at the same rate
at the BGP, or

x|x-

(10) =g

<<

where y, k are the time derivatives of per capita outputand per capita capital

k , respectively. The common growth rate at the B&fPlze calculated through
equation (9). Simple calculation results in thédwing equation:
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an Y =p+ 5 v ap)aX
y u "k k

where n=6uk” Iy and 1-7=(@1-0)AKk"/y, 0<n <1. Using equation (10), we

can calculate the BGP growth rate as

79
12) g= z :
(12) 9 l-a+(a-pP)n
u P C' | .
where g, =~ =5 "o From equation (12) we can find what the factbed t
X

determine the long-run growth rate might be. Fiesger capital shares in both
margins, that is largeex and g, would have higher growth rates. This is a stashdar
result in almost all growth models. Second, a logrewth rate of transaction costs
would result in a higher growth rate gi and therefore a higher growth rate of total
product. The decrease in the growth of transaatasts would have growth effects.
This implies that any country that has a bettetitutson would grow faster. If the
decrease in transaction costs is in their leveljmgrowth rates, then the result is still

the same. This is because a smal@r means a largerz and hence a larger,
and this would most of the time imply a higher gtiowate of total product. A simple

mathematics can show this:

og_  (Q-ajg,
on [R-a+(a-pml’

0

if and only if g, > O, since we have assuméli< « <1. Unless the growth rate of
4 1S negative a larger; would imply a largerg. Finally, a largeré has a similar
effect as a smallelC’ because both of them imply a largsr, the extensive-margin

share of total output.

From the above discussion it is clear that the nmogbrtant factor that determines the
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long-run growth rates of a country’s aggregate ouipvery possibly the decrease of
this country’s transaction costs. This is becatiseuld increase the BGP growth rate
through both the level and the growth rate (of4$eantion costs). The policy that more
resources should be devoted to the R&D sectorgaia? ) is not always the best
policy to foster the economic growth of a countiyugh it definitely might help in
some cases. On the other hand a country whichdres|dtle research (a smallet)
does not necessarily experience a long-run GDRngedhe rapid economic growth
of China in the past 40 years has provided us avitleuristic example. China has so
far made fewer R&D and inventions than most ofdtleanced countries, though her
R&D is undoubtedly increasing. We might ask théoiwing question: why can China
in the period 1978-2018 grow much faster than l@&drhere is no simple answer to
this question, but if this paper could give us sdmms, then it must be that China has
in some way tremendously decreased market trapsamtists in the past 40 yeafs.
And if this is right, the remaining question istegmly what has China done to reduce
transaction costs? We leave this interesting questir future research.

V. Substitution, Transaction Cost, and Economic Development

If transaction costs are so important for theneenic performance of a country,
then we might ask what are the factors underlyivegé costs? As discussed in the last
Section, there are at least three kinds of suctsconamely, costs of searching for
information, bargaining and negotiating, and enfagg¢he contracts. But there is a
tautological problem here. Take the informationt@ssan example. The creation and
transmission of information is costly, and if anjormation is available without
incurring any cost, it must be useless or just comiknowledge. The same argument
can be applied to the discussion of transactiotscghen people buy cars, they
search for the cheapest one with the quality setigfthem. So why do they search?
This is because their information is imperfect. By is the information imperfect?
This is because searching for useful informatiorosstly. And why is useful
information costly? This is because most of therimfation is not common and
therefore imperfect. We get back to the startinigipaf the argument: a tautology. If
transaction costs are defined as any costs invaivading institutions, such as
markets, firms and the law, there is still a tapggl For example, why using markets
is costly? This is because to discover the prieglaeosts. And why is that? The

12 Because of the recent United States-China tradfficts, the GDP growth rate of China has been
decreasing. The conflicts are in effect kind oh&action costs. This means our framework can still
explain why both the United States and China wdalde slower growth in real output, if the trade
conflict could not be solved peacefully.
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answer is that buyers and sellers have to searchféomation, bargain with each
other, and enforce the contracts they have agrébadA¥ of these activities are
costly. But why are they costly? In reality we mkisow it is true, but in theory the
answer would be because the information is impgrtee bargaining power is
asymmetric, or the contract is incomplete. Allleése explanations are certainly true,
but they are still tautological. Admittedly, anyetiry in some sense is inevitably
tautological. In this Section we want to proposethar explanation of transaction
costs, though the reader might argue that it listatitological. Anyway, it is just
another explanation.

1. Substitution and Transaction Cost

First of all let us reconsider what perfect contati really means. Usually it is a
situation where there are at least perfect infolmnahomogeneous goods, and free
entry and exit. Information is perfect only if thest of creating and transmitting
information is zero. Free entry and exit means tiatcost of entry and exit is zero.
Both conditions indicate that perfect competitisraisituation where there are no
transaction costs, but the case of homogeneousgsot easy to explain in this
way!® To avoid tautology and to reconcile the conditddiomogeneous goods with
other criteria of perfect competition, we use Pipon 1 to organize our thoughts:

Proposition 1: Perfect competition is a situation where theeerar transaction costs.
In a world with positive transaction costs, itnggossible for all markets to be perfect
competition. The smaller the transactions costs|dhger the elasticity of substitution
between factors of production at different marginsh that markets will be more, but
never be perfectly, competitive.

The first sentence of Proposition 1 was actualbppsed by George Stigler.
Coase has clearly described this: “Stigler stdte<toase Theorem in the following
words: “... under perfect competition private and social caslisbe equal.” Since,
with zero transaction costs, as Stigler also paats monopolies would be induced to
“act like competitors,” it is perhaps enough to sagt, with zero transaction costs,
private and social costs will be equét. The market of idea in our model acts an

1 That goods are homogeneous reflects the facettiar there is only one good or the cost of
searching for the quality and quantity of goodseigo such that people, for example, can always pick
out the same good from different stores withoutiiriog any information cost. This might be confused
with monopolistic competition where there is proddifferentiation without transaction costs.
14 Coase (1988, p. 158).
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example to see if Stigler's statement is right. Theginal private benefit of selling
an idea is P., but the marginal social benefit generated byidea is F , which is
the sum of discounted future profits. On the otherd, P. +C" is the marginal
private cost of buying this idea, an. is the marginal social cokt. Since in the
idea market equilibrium,P. + C" = F . It is obvious that we have P. = F if

C'" =0, or private benefits will be equal to social bétsef there are no transaction

costs. Similarly, we haveP. + C" =P. if C" =0, or private costs will be equal to

social costs if there are no transaction costsh Boigler and Coase were right.

Now let us consider the rest of the Propositiorthélt loss of generality, we use
the growth model in this paper to do this work. gage that a firm chooses between
extensive and intensive margins. If all factorpafduction are perfect substitutes
between these two margins, then the solution todhoice problem is quite simple: it
is indifferent between them. Either margin will drece the same output at the same
costs. In such situation these two margins areaigtteduced to a single one. The
boundary between them just disappears.

If we can meaningfully separate the extensivegm&rom the intensive one, then
it must be that some goods in some margins arperfect substitutes, so that there
are transaction costs in switching across bounslafidifferent margins. That some
goods at some margins are imperfect substituteshetdhere are positive transaction
costs are on the different sides of the same ddarljins can be interpreted as a
production technology, a market, a good, a diffetene, an idea, a method or rule to
rearrange factors of production, or a legal systEmey can be goods. They can also
be institutions. The substitution of different geaat different margins is always
imperfect because there are many government rgstisc imperfect information,
incomplete contracts, barriers to entry, and solis imperfect substitution reflects
the transaction costs incurred by factors of préidaovhen people want to move
them across different margins to minimize theirtsad production. The worse of the
institutions a country might have, the greatergemtion costs there would be, and the
less competitive the market is in that country.sTisiwhy many economists, such as
North (1981), North, Wallis, and Weingast (2013)d &cemoglu and Robinson

15 Coase (1988, p. 158) has defined social and gris@sts as follows: “Social cost represents the
greatest value that factors of production woulddyie an alternative use. Producers...are not
concerned with social cost and will only undertakeactivity if the value of the product of the farst
employed is greater than their private cost (thewamthese factors woulghrn in their best alternative
employment).” In the idea market there are posiixternalities from nonrival ideas. The social igne
is therefore greater than the private one. In otlwrds the social cost isss than the private one, as
indicated in our example.
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(2012) have tried to figure out what is the rolattimstitutions might play in the
analysis as well as in the process of economic tirewd development.

In our model transaction costs are related écetise of substitution at extensive
and intensive margins or, in general, the easelagtgution at multiple margins. We
use Morishima elasticity of substitution (MES) teasure the ease of substitution
between margin® The total cost function in our model can be désttias

(13) C = Y{6P, W/ CT)W"r” + (1- )W "1}

The first term inside the curly bracket in equat{@8) is the unit cost of producing
goods at the extensive margin, and the secondsaihat at the intensive margin.
MES is defined as

RC, FC,
DM, ="c" "¢
j i

where subscrigtof the cost function indicates partial derivatwigh respect to the
price of theith productive factors. For simplicity, we only us@e example to
illustrate the economic implications of the MES eTdase we choose is the elasticity
of substitution between effor¥6and labolL. The first factor only appears at the
extensive margin but the latter at both two margligs elasticity shows some
important aspects of the ease of substitution batvtleese two margins. The MES
between efforts and labor is

(15) M, = RC, PC, _ P, AICHAL- W r’
“TC, G R WeNa- AW+ - 0)a-aw T

@)

There are two aspects to see the relationship leativansaction costs and MES.
First, note that becaus€” =P, /x and x>0, if C" -0, then P, —0. This

means that any efforts to delimit property rights fiee of charge. This in turn means
that no rights would be protected and therefor&&® would be undertaken:

6 MES was first proposed by Michio Morishima in 19&7as been considered as a better measure of
the ease of substitution than the usual Hicks-Adkasticity of substitution when there are morentha
two factors of production. The original MES assurttet the output is fixed. This might be inadequate
in a growth model. Fortunately, Blackorby, Primaarid Russell (2007) proved that the net MES (with
fixed output) is equal to gross MES (with changingput) if the production function is homothetic.
Because the aggregate production function in oudahis homothetic, these two definitions of MES
are equivalent. We use net MES in this Section lieeét is easier to calculate.
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A — 0. The extensive margin would simply disappear, thede is only one
(intensive) margin left. And because in our motieke are no other margins, this
reduces to the case of perfect competition. Anotleer to think about this aspect is to

notice that if C" — 0, then M, — 1, and this means that the efforts enter into total

cost function in a Cobb-Douglas way, the same lagrland capital. When all factors
of production can be grouped in a Cobb-Douglas fuwgition, where the elasticity of
substitution between any two of them is unity, dlggregate production function is
also Cobb-Douglas. And this implies that the mad{dinal good is competitive.
Because now all markets of productive factors (idtlg effort market) are also
competitive, all markets in this model are competitOn the other hand, from

equation (15), if C" — o then M, — 0. When transaction costs are restrictively
high, no one could substitute any factors of pradidador those at different margins,

and the efficiency of production and markets wayreatly be reduced.

The second aspect of the relationship betweenacsios costs and MES can be
illustrated below. A smallelC™ would induce a larger elasticity of substitution,

oM, -6 (1/CT)2(1_ B)1- 0)(1_a)w—(a+ﬂ)ra+ﬂ

(16) 2 = 2 ’ L <o
oCT {P, WCH(A-BWr? + 1-0)(1- o)W 1}

From equation (16) it is clear that if transactemsts decline, the elasticity of
substitution between productive factors would iases and it becomes easier for
factors, goods, ideas, and all of the possiblaeaegements of these resources to
move between margins. This, together with the aleselt, confirms Proposition 1.
Because the MES is not symmetric it is better ®ikthe counterpart of the above
elasticity of substitution still has the same prtypas equation (15) has had. A similar
calculation shows

a7) M, = PCu _y_ 4, PR C:)(l—ﬁ)w:ﬂrﬁ +a(l-0)(1-a)wr”
G G P, UICT)A-HWT” + 1-O)(L- )W “T”

The same argument also applies here for the cassro@transaction costs. In
particular, if C" — 0, then M,, —1, the same result as in the case of equation (15).
The economic explanation is also the same, whidmigted here. Now take a look at

the partial differentiation ofM,, with respect toC" :
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M, _—RB, WUC)’ - pA-O)A-a)(B-a)w “r”

(18) acT T BB A A
{P,WCHA-/W"r” + A-0)(1— )W “r“}

<0,if >«

The condition f >« is usually satisfied because the marginal proditgtof capital

at the extensive margin is usually larger than #tdlhe intensive margin. Without loss
of generality, we make this assumption. Smallerdaation costs again induce larger
elasticities of substitution and, accordingly, mooenpetitive markets. Equation (18)
therefore further confirms Proposition 1. Therem@iree MES for the case of three
productive factors. We will discuss the rest ost®ES in the Appendix. All main
results in this paper are unchanged.

2. Substitution and Economic Development

We have shown that the substitution structure oirtant for the explanation
of economic development. Class struggle was ircetfencerned with the internal
substitution structure. Marx only saw the dark flelass struggle, but Smith had
looked at both bright and dark sides of it. Ondtiger hand, foreign trade has been a
good example of the external substitution structe can use these two substitution
structures and the Lewis model to characterizefthee different stages of economic
development, which we might call the stages of Madt from Malthus to Solow, and
of Solow, respectively.

2.1. The stage of Malthusy =0, =0

In this stage there was no per capita output grothilre were no capitalists, the
economic system was mainly agricultural, and teas no rural-urban migration.
This stage corresponds to the cagez 0 and & =0 in our theoretical model. When
these two parameters are zero, the BGP growth gatd®, and there are no migration
from the country to the city. Only landlords (inding the king) would hire farmers,
and the demand curve for the labor would in genewaikhift to the right, as shown by
the far left demand curve in Figure 2. Because atralh of the rent was collected by
landlords, farmers could not accumulate capitallandlords did not have any
incentive to do so. The dearth of investment oppuoties was the reality for most
countries in the feudal societ{. The period of stagnation might last for thousanfds

17 Koo (2018) has discussed the relationship betieedearth of investment opportunities and
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years since both the internal and the externaltgutisn structures are needed for a
nation to have free burghers and rural-urban mmgmnat

2.2. The stage from Malthus to Solow< y <1/2, =0

In this stage there was still no per capita ougpatvth, there were some free
burghers or bourgeois, the economic system wasrstihly agricultural but with
some handcrafts working in the city, and there s@ase rural-urban migration but no
ideas were produced in a commercial way. This stagesponds to the case:
O<y<1/2 and @€ =0 in our theoretical model. Whe#f =0, the BGP growth rate
g =0. There are some migration from the country todibebecauseO< y <1/2.

Both landlords (including the king) and guilds wabtilire farmers such that the
demand curve for the labor would shift to the rjdhit not enough to let real wage
begin to increas® This can be shown in Figure 2 by the shift of dedheurves to

the Lewis turning point. Most of the rent was colézl by landlords, but now
bourgeois could accumulate some capital. This akigiinot large enough to generate
sustained growth in the subsistence level of copsiam and hence in the real wage.
In terms of the growth theory, the level of peritaprcome might be increasing in
this second stage, but there was still no longgnanvth in per capita output.

2.3. The stage of Solow0<y <1/2, 0<f<1

In this stage there was sustained growth in petaaptput, and free burghers or
bourgeois were so many that the economic systeduglig became commercial.
Rural-urban migration was more popular, and capttabegan to produce ideas in a
commercial way. This stage corresponds to the cser <1/2 and 0<é#<1 in
our theoretical model. Whef< 8 <1, the BGP growth rateg > 0. The migration
from the country to the city was increasing. Cdita became the main employers of
farmers such that the demand curve for the labaddvoot only shift to the right, but
would pass the Lewis turning point. Technology pesg made sustained growth in
real wage possible. In terms of the growth theboyh the level and the growth rate of
per capita income might be increasing in this tistabe.

Stages of economic development might not be ttmge. Koo (2018) proposed a
fourth stage. But the number of development stagest the point we would like to

economic development.
8 This is consistent with the big-push theory of phy, Shleifer, and Vishny (1989).
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make in this paper. Different economists wouldaaty have different opinion about
the stages of economic development. But the thegges described above have been
the basic ones. History and many empirical studé® provided evidences about
their relevance. Now we can use Proposition 2 torsarize the above results.
Proposition 2: The three basic stages of economic developmenbeaharacterized
by using parameters in our theoretical model: lig¢)stage of Malthusy =0, 6=0,
(2) the stage from Malthus to Solov@< y <1/2, 8 =0, and (3) The stage of
Solow: O<y<1/2, 0<6@<1.

In terms of growth theoryy is concerned mainly with the level effect, add with
the growth effect. In terms of development theopy,is concerned primarily with
rural-urban migration, and? with sustained growth by using and producing ideas
And in both theories the substitution structur@duction and the corresponding
transaction costs are important for explaininggedormance of the growth and
development of a nation.

V. Conclusions

In the opening chapter of thgealth of Nations, Adam Smith said: “It is the great
multiplication of the production of all the differearts, in consequence of the division
of labour, which occasions, in a well-governed styithat universal opulence which
extends itself to the lowest ranks of the peopleThen he continued in the second
chapter: “The division of labour, from which so nigaadvantages are derived, is not
originally the effect of any human wisdom... It i®thecessary, though very slow and
gradual, consequence of a certain propensity inamunature .; the propensity to
truck, barter, and exchange one thing for anotfle”And finally he wrote in the third
chapter: “As it is the power of exchanging thategivwccasion to the division of
labour, so the extent of this division must alwhgdimited by the extent of that
power, or, in other words, by the extent of thekeait?* From these passages it is
clear that the logic of Smith has been that therextf market causes or determines
the extent of division of labor, and this in turetekrmines the production and thus
opulence of the people. This is the great ideanuitts

But one might ask a deeper question: what aréatttors that determine the extent
of market? There are many answers but Coase proplosdollowing heuristic one:

19 Smith (1789; 1994, p. 12).
20 Smith (1789; 1994, p. 14).
21 Smith (1789; 1994, p. 19).
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“... without the establishment of this initial delitaiion of rights there can be no
market transactions.?? In other words, the prelude of market transactiagsording
to Coase, is the delimitation of rights. This ie tireat idea of Coase. It tells us that
the market cannot function by itself alone. Itmsiastitution, and using institutions is
not costless. To delimit rights would incur trangac costs, so if there were no
transaction costs, then there were no rights dedoninless the delimitation of them
is costless. So if we want to understand the ssuand processes of economic
growth, then we must first find out what are thievant transaction costs that would
determine the extent of the market.

This paper has tried to build a theoretical nhéal@corporate transaction costs
explicitly into the growth and development thedfe find that lower transaction
costs would induce better institutions and theeefaore rapid economic growth. We
also find that it is easier to substitute factargpoyed at one margin for those
employed at another, if transaction costs are lediEasy substitution of the
productive factors between margins would resufhore competitive markets that
foster economic growth.

We also find that the stages of economic deveto can be characterized by the
substitution structure of production. Those thrasiddevelopment stages include
stagnation (Malthus), transition (from Malthus w@d&w), and growth (Solow). Based
on the classical Lewis (1954) model, we have inomfed transaction costs into the
endogenous growth theory of Romer (1990) to desdthbse development stages.
More empirical studies are needed to see if thidehor, more precisely, if the Smith-
Coase framework could match the data of growthdewelopment, and explain the
facts we observe in real life.

Appendix
In the case of three factors of production tteeenine MES, namelyM,;, M,,,
Mg, My, My, My, My, My, and My,, where My, =M, =My, = Q by

definition. Let

ji i
j

22 Coase (1988, p. 104).
25



Then if we know theseg;,

we get MES. We list allg; as follows:
(A2) &,=0

_ — BP, (LICT)(A- W r’ —a(l-0)1-a)W T

B o= g e pw It + - O)a-aw T

_ =R UCHA- W T —a Q- O)A-a)w T

(A4) & SOP, (U CHW 1P 4 g (L— Q)W r !

(A5) &,=1-p

P, A CHA- W r”?

B oo e pw I+ a0 a-aw T

(A7) e;=p

~ SR, (LICT )W PPt
AR, WICTHW P g (- O) W

(A8) &

PR, UCT(A- AW’ +a(l-0)A-a)W r”
R WCHA- AW + 1-0)(1-a)w
PR, UCTH(L- WP+ o (1- 0)(L- @)W r
- SR, U CHW 17 4 g (1—G)wro?

(A9) &,

(A10) &,

From equations (A2) to (A10) it is easy to calceldte MES, and we leave this for
the interested reader. Simple calculation will retie conclusion that

oM, /6C" <0,and M; »1 as C" -0, Vi= j.All of these results confirm the

Proposition 1 in this paper.

26



References

Acemoglu, Daron, and James A. Robinson (201\2)y Nations Fail, Crown Business

Becker, Gary S. (19934 Treatise on the Family, enlarged paperback edition,
Harvard University Press.

Ben-Porath, Yoram (1980): “The F-Connection: FaasiliFriends, and Firms and the
Organization of ExchangePopulation and Development Review, 6, 1-30.

Blackorby, Charles, Daniel Primont, and R. Robars$ell (2007): “The Morishima
Gross Elasticity of SubstitutionJournal of Productivity Analysis, 28, 203-208.

Coase, Ronald H. (1972): “Durability and Monopoljgurnal of Law and
Economics, 15, 143-149.

--- (1988):The Firm, the Market, and the Law, University of Chicago Press.

Deane, Phyllis (1965)he First Industrial Revolution, Cambridge University Press.

Ferguson, Niall (2011)Civilization: The West and the Rest, The Penguin Press.

Galinsky, Adam, and Maurice Schweitzer (20F)end and Foe, Crown Business.

Galor, Oded, and David N. Weil (2000): “Populatidechnology, and Growth: From
Malthusian Stagnation to the Demographic Transiéiod Beyond,’American
Economic Review, 90, 806-828.

Hansen, Gary D., and Edward C. Prescott (2002)lthva to Solow,”American
Economic Review, 92, 1205-1217.

Huang, Ray (1997)China: A Macro History, revised edition, M. E. Sharpe.

Jones, Charles I. (2011): “Intermediate Goods ardRALinks in the Theory of
Economic DevelopmentAmerican Economic Journal: Macroeconomics, 3, 1-28

Koo, Richard C. (2018)fhe Other Half of Macroeconomics and the Fate of
Globalization, John Wiley & Sons.

Lewis, W. Arthur (1954): “Economic Development withnlimited Supplies of
Labour,” The Manchester School, 22, 139-191.

Lucas, Robert E., Jr. (2002): “The Industrial Reximn: Past and Future,” lnectures
on Economic Growth, Harvard University Press, 109-188.

--- (2018): “What Was the Industrial RevolutionXurnal of Human Capital, 12,
182-203.

Marshall, Alfred (1920)Principles of Economics, 8th edition, Macmillan.

Marx, Karl, and Friedrich Engels (1848he Communist Manifesto, translated by
Samuel Moore, Oxford University Press, 1992.

McCloskey, Deirdre N. (2016Bourgeois Inequality, University of Chicago Press.

27



Mokyr, Joel (2017)A Culture of Growth, Princeton University Press.

Murphy, Kevin M., Andrei Shleifer, and Robert W.stiny (1989): “Industrialization
and the Big PushJournal of Political Economy, 97, 1003-1026.

North, Douglass C. (19813ructure and Change in Economic History, W. W. Norton

---, John Joseph Wallis, and Barry R. Weingast 8\iolence and Social Orders,
paperback edition, Cambridge University Press.

Parente, Stephen, and Edward C. Prescott (2003)nifAled Theory of the Evolution
of International Income Levels,” idandbook of Economic Growth, Vol. 1B,
edited by Philippe Aghion and Steven N. Durlaukdyier B. V., 1371-1416.

Romer, Paul M. (1990): “Endogenous Technologicaiigje,”Journal of Political
Economy, 98, S71-S102.

Smith, Adam (1789)An Inquiry into the Nature and Causes of the Wealth of Nations,
5thedition, Modern Library, 1994.

Stokey, Nancy L. (2001): “A Quantitative Model it British Industrial Revolution,
1780-1850,Carnegie-Rochester Conference Series on Public Policy, 55, 55-1009.

28



Y P3
P2
A
i
A 51
B . factors of
B L, production
Price D S1
Sz
83
CT1
CTz2
P

factors of
production

Figure 1: The Substitution Structure of Production

29



real wage

subsistence wage

D1 D2
Lewis turning point
labor
| stagnation | transition | growth
(Malthus) (from Malthus to Solow) (Solow)

Figure 2: The Stages of Economic Development

30



