Abstract—Filtering out Cyberbullying of communities has proven to be a challenge, and efforts have led to the creation of many different datasets to train classifiers. Through these datasets, we will explore the variety of definitions of cyberbullying behaviors and the impact of these differences on the portability of one classifier to another community. We also gain insight on the generalization power of these classifiers. A study of ensemble models combining these classifiers will help us understand how they interact with each other.
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I. INTRODUCTION

While online social interactions bring together people in an unprecedented way, they have come with a negative impact, the spread of cyberbullying and its social toll. A Canadian study [1] found that 17% of 15-to-29-year-old Internet users experienced cyberbullying, that the problem disproportionately affected women (19%), low-income people (24%), and homosexuals (34%), and that 20% of victims developed emotional, psychological or mental health conditions as a result. Although many solutions to this problem have been proposed, none of them agree on what constitutes cyberbullying. For example, [2] has found that cyberbullying can include general insults, cursing, sexism or hate speech, defamation, sexual harassment, threats or blackmail, and even polite support of the aggressor, directed against a victim or their friends and family, which may occur once or be repeated, which may or may not involve a power imbalance between the aggressor and victim, and which may be an intentional attack or a misunderstanding.

In this paper, we explore the relationship and distinctions that exist between datasets that implement different definitions of cyberbullying, the possibilities and limitations to applying a system trained on one dataset to filter cyberbullying in a new context, and to discover empirically the best way to combine them to create a generalized cyberbullying detection system.

II. DATASETS

For our research, we have selected eight datasets pertaining to various types of behaviors that fit the general definition of cyberbullying. Many of these datasets have labels to designate specific types of behaviors which are either not found in other datasets or defined in a different manner. In order to make the datasets directly comparable, we merged all these labels into a positive “cyberbullying” class, opposing the much more common negative class of messages that are not cyberbullying. In addition, some of these datasets came divided into training and testing sets. For the others, we randomly divided the datasets into a 20% test set and 80% training set, which we further divided into 80% training and 20% validation sets.

A. Hate Speech and Offensive Language[1]. This dataset was collected by [3] by searching Twitter for tweets containing hate speech terms from the lexicon Hatebase.org. Tweets were randomly selected and annotated by three or more annotator to one of three labels: if it contains hate speech, offensive language without hate speech, or neither. A tweet’s final label was the majority decision, and tweets for which no majority decision existed were filtered out. This gave a corpus of 4,163 tweets that do not contain hate speech nor offensive language, 19,190 that contain offensive language, and 1,430 that are considered hate speech, making it the only corpus in our study imbalanced in favor of the positive class.

B. Racism and Sexism[2]. The authors of [4] designed a list of slurs and terms identifying religious, sexual, gender, and ethnic minorities. They then sampled Twitter for tweets using these words. They annotated each sampled tweet as sexist, racist, or neither, and had an expert review it to mitigate possible bias. The dataset is available from [5].

C. Bullying[3]. This dataset was gathered by the authors of [6] from the question-answering (QA) platform Formspring. Each QA pair was labeled for cyberbullying and identified which words or phrases were the reason. This created a labeled dataset of 12,773 QA pairs. We follow the work of [5] and concatenate the question and answer into as single message.

D. Insults in social commentary: This Kaggle dataset [7] was gathered from an unspecified social networking site, and its comments were labeled as insulting or not. However, it applies a narrower definition and only labels positive messages if they are explicitly insulting to a specific member of the on-going conversation. Messages that insult public figures, messages that use racial slurs not directed at a specific person,
and subtle insults, are all counted as negative-class messages.

E. Hate Speech[2] This dataset is composed of messages scraped from the white-supremacist internet forum Stormfront by [8]. The messages were labeled into one of four classes. The "hate" class is for messages that are (i) deliberate attack (ii) directed towards a specific group of people (iii) and motivated by aspects of the group’s identity. This definition is different from traditional hate speech: for example using a racial slur in an offhand manner is not considered a hate message. The "relation" class is for messages that fit in the hate class when read within the context of the conversation in which they appear. The "skip" class contains non-English messages and gibberish. Finally, the "non-hate" class is for messages that do not fit the other three categories. The dataset is composed of 9,507 non-hate messages, 1,196 hate messages, 168 relation messages, and 73 skip messages. We redefined the hate class as our positive class and the others as our negative class. The rationale for including relation in the negative class is that most cyberbullying detection systems work on a line-by-line basis and will mark such messages without context as acceptable.

F. Toxic comment classification: This Kaggle dataset[9] was gathered from Wikipedia talk pages. Each comment was annotated as toxic (21,384 messages), severely toxic (1,962), obscene (12,140), threat (689), insult (11,304), and identity hate (2,117). Unlike the previous datasets, each comment can be tagged with multiple labels. We assign a comment to our positive class if it contains any one or more of these labels.

G. Unintended bias in toxicity classification: This Kaggle dataset[10] was obtained from a news website comment filter system called Civil Comments. Its 1,999,514 comments were assigned six labels: severe toxicity, obscene, threat, insult, identity attack, and sexual explicit. All labels chosen by half or more of annotators was applied to the comment. We consider a comment as positive class if any label was applied to it, for a total 1,358,749 positive-class comments.

H. Personal attacks and harassment[6] The authors of [11] sampled the Wikipedia talk page comments posted between 2004 and 2015, and added a sample of comments from a set of users blocked for violating Wikipedia’s policy on personal attacks. Annotators were asked if each comment contains a personal attack or harassment, whether it is targeted at the recipient or a third party, if it is being reported or quoted, and if it is another kind of attack or harassment. This resulted in a corpus of 115,859 comments, of which 13,590 were found to contain personal attack or harassment. We note that there is an overlap between the training set of dataset D and the test set of this dataset.

III. DATASET VOCABULARY COMPARISON

The eight datasets all pertain to some aspects of cyberbullying[2], although only [6] explicitly names it as such and the problematic behaviors they monitor varies greatly, from the focused scope of the Twitter corpora to the wide range of behaviors labeled in the Kaggle datasets. Some behaviors are common; hate speech is labelled in five of the eight datasets. And some behaviors are unique to some corpora; threats are explicitly noted in only two corpora and sexually-explicit comments in one. This wide variety of forms of cyberbullying and its consequences are the main focus of our study.

To begin, we will study the impact of this diversity on the vocabulary of the datasets. First, we divide each dataset into its positive (+) and negative (-) classes and treat each one separately. To compute cosine similarity, we convert each dataset class into its bag-of-word representation and compute the TFIDF value of each word:

$$tfidf(w, c) = (1 + \log n_{w,c}) \times \log \frac{C}{C_{w}}$$

where the tfidf value of word $w$ in dataset class $c$ is the log normalization of the number of times the word occurs in the dataset class ($n_{w,c}$) times the inverse log of the number of dataset classes ($C$ (16) and $C_{w}$) the number of datasets classes containing word $w$. Using the log normalization of the word count (defined as 0 if a word does not occur in a corpus) instead of the word count helps mitigate the impact of the extreme difference in the size of our datasets, by focusing on the order of magnitude of the counts instead of their values. Using the TFIDF-weighted word vectors, we then compute the cosine similarity between each pair our 16 classes, the results are presented in Table I. These results show that, for 6 of the 8 datasets, the most similar dataset to its positive class is its negative class and vice-versa. The exceptions are datasets F and H, the two Wikipedia talk page corpora, which are more similar to each other than to their positive/negative classes.

What is surprising in Table I is how low the similarity values are. Datasets A, B, C, D and E have nearly no similarity to any other dataset. Datasets A and B, both from Twitter, have no more similarity to each other than they do to datasets from other sources. The positive classes of datasets A and E, both focusing on hate speech, have no more in common than they do to other datasets, positive or negative. Even the similarity between the positive and negative class of each dataset is rather low. Normally we would expect language to be homogeneous throughout a dataset and to vary mainly on the presence or absence of class-specific cyberbullying keywords, and since those would be a minority of the words used the similarity between classes should be high. The low values observed indicate the opposite, that the positive and negative classes of each dataset differ also in non-cyberbullying vocabulary.

The low similarity between the positive classes of different datasets shows that the vocabulary marking cyberbullying varies greatly. This can be attributed in part to the different cyberbullying behaviors each dataset measures and to the different platforms each dataset comes from, and to the diversity of the English language. The consequence is that we should expect a system trained to recognize cyberbullying in one dataset to have difficulty picking out cyberbullying in another.
A. Model and Training

Each message of a dataset is lowercased and tokenized. We pad the messages to match the longest message of a batch instead of truncating or padding the entire dataset, which would result in either memory waste or lost information. We use FastText pre-trained on Common Crawl data featuring 300 dimensions and 2 million word vectors with subword information to convert the words into vector representations, of which we concatenate a 60-dimensional binary vector of common characters; each character appearing in a word is a 1 in this vector. This makes the system robust to misspellings and typos: a misspelled word may be a distant vector in word embedding space, but will be nearby in character space.

For our experiments, getting state-of-the-art results is not as important as getting comparable results on all datasets. We thus opted for a model that features two bi-LSTM layers of 128 hidden units each, followed by a scaled-dot product attention, global max and average pooling, and finally three linear layers the size of the concatenated pooling and attention layers. We use layer normalization on the input, after the two bi-LSTM layers, and after the attention layer. We perform dropout after the initial layer normalization and before the last linear layer. The activation function is the GELUs. This architecture gave good results in previous works and in Kaggle competitions. We use a learning rate of 0.05, a decaying gamma of 0.6 every epoch and cross-entropy loss. We use a batch size of 128 messages and train on each dataset for 15 epochs using the Fused Adam optimiser from Nvidia’s Apex library and mixed-precision to reduce training time.

B. Results and Analysis

Table I presents the precision and recall performance of our model when trained using each of our datasets and tested on another. An ideal filter will block all cyberbullying messages (high recall) and no messages that are not cyberbullying (high precision). The F1-score combines both metrics, but the averaging would masks performance details.

As expected, we find that classifiers trained on each dataset have wildly varying performances on other test datasets, and their precision or recall can drop by as much as 0.8. However, the results are not uniformly bad. The top-performing classifier on each test dataset is not always the one trained on it, and some classifiers perform as well or better on other datasets compared to their own test dataset. This means that some generalization of cyberbullying detection is possible. Interestingly, good candidates for generalization are not related to similar data sources: datasets A and B both come from Twitter and datasets F and H both come from Wikipedia, and while classifier B does perform well on dataset A, the other three show no special affinity for their similar datasets. Likewise, modeling a similar behavior does not guarantee generalization: datasets A and E both focus on hate speech, yet they each have very poor recall on the other’s test set.

We can see that every model achieves an average precision between 0.45 and 0.63, meaning half the messages each one labels as positive class actually belongs to the negative class. This is a direct consequence of the problem described in section III: a lot of non-cyberbullying words are observed only in the positive or negative class of a dataset. When nearby words in word vector space are observed in an opposite-class section III: a lot of non-cyberbullying words are observed only in the positive or negative class of a dataset. When nearby words in word vector space are observed in an opposite-class section III: a lot of non-cyberbullying words are observed only in the positive or negative class of a dataset. When nearby words in word vector space are observed in an opposite-class section III: a lot of non-cyberbullying words are observed only in the positive or negative class of a dataset. When nearby words in word vector space are observed in an opposite-class section III: a lot of non-cyberbullying words are observed only in the positive or negative class of a dataset.
classifiers often perform worse on other datasets. Classifiers trained on datasets B, C, D, and E pick out less than half the positive messages on average across datasets. These are also our four smallest datasets. The limited variety of messages they have been trained on, compounded by the differences between datasets shown in section III means filters trained on these datasets cannot generalize to new situations. By contrast, datasets F and G achieve the highest recall scores. These are also the two largest datasets, and the two that label the largest range of cyberbullying behaviors. Having seen a greater variety of cyberbullying messages has allowed them to generalize better to new datasets.

Looking at performance by dataset, we find that all models achieve their highest precision on dataset A, and all but two achieving better than 0.5 recall. This is because it is the only dataset imbalanced in favour of the positive class. This makes the classification task easier; classifiers can be less discriminating without mislabeling negative-class messages. Every classifier achieves a significantly lower precision on every other dataset, including the one it is trained for, indicating that all classifiers routinely mislabel negative-class messages as positive class. On the other hand, models achieve most of the lowest precision and recall scores on dataset E. Aside from the model trained specifically on dataset E, every model fails here, with on average only one-third of labeled messages being actually positive-class and one-sixth of positive-class messages being identified as such. Dataset E, like dataset D, includes a clear intent to attack in the definition of its positive class, and thus has messages with off-hand racial slurs labeled as negative-class. But unlike dataset D, dataset E was collected from a community where off-hand hateful messages are commonplace. These negative-class messages correspond to positive-class messages in other communities and cause a low precision. The low recall is due to the fact that many of its positive-class messages use racist imagery and idioms (e.g. "African blood") rather than explicit hate-speech vocabulary.

Finally, there is a lot of variability in the performances of the classifiers trained on each dataset. For instance, classifiers B and D have some of the worst precision and recall scores, but also sometimes outperform other classifiers. Likewise, classifiers F, G and H get some of the best performances but also occasionally drop dramatically. This further highlights the unreliability and unpredictability of transferring a pre-trained cyberbullying classifier to a new community.

V. ENSEMBLE EXPERIMENTS

Next, we study if it is possible to combine a set of classifiers, each trained on a different corpus, into an accurate general classifier. To explore this question, we compare together different ensemble architectures built from our individual models.

A. Ensemble Models

We implemented five ensemble models that combine our existing classifiers in different ways without retraining them.

1. **Linear layer (LL):** The outputs of the individual classifiers (after softmax) are combined in a linear layer. This layer is trained using the same hyperparameters as the models, and dropout ensures it does not overfit to a single model’s decision.

2. **Democratic voting (DV):** Each classifier casts a vote based on its classification of a message, and the winning class is simply the one with the most votes.

3. **Sum voting (SV):** Instead of the all-or-nothing vote for one class of DV, each classifier votes for both the negative and positive class with the probability it assigns to each class (after softmax). A classifier confident in its result will cast a strong vote for one class while another will cast almost equal votes for both classes; however, several weak votes in one class may still overrule a single strong vote in the other.

4. **Maximum wins (MW):** The classifier with the maximum confidence in its output picks the message’s class.

5. **Thresholding:** If any classifier identifies a message as positive class with a confidence above a threshold, it is labeled as such regardless of the output of the others. We implemented two variations of this classifier, one with the threshold at 0.5 (T0.5), the lowest possible confidence to assign a message to the positive class, and the other at 0.95 (T0.95).

6. **Dataset merger (DM):** As a baseline, we merged together all datasets and trained a new classifier on it.

B. Results and Analysis

Table III gives the precision and recall value of each ensemble technique when applied to each test dataset. Compared to Table III we can see the ensemble models have generally better precision and worse recall. The F1-scores, which can be computed from these values, of the ensemble models are comparable or better to those of the individual classifiers. This means that combining the information learned from training on different datasets improves the overall performance.

Looking at individual ensembles, we can see that DV, SV and MW have similar behaviors: they achieve some of the best precision scores and worst recall scores of all systems. This indicates that most classifiers mislabel most positive-class messages. As a result, when the ensemble decides a message belongs in the positive class, it is usually right. However, most
positive-class messages are only recognized by a minority or by low-confidence classifiers, and thus recall is low.

The LL ensemble achieves slightly worse precision but much better recall than DV, SV, and MW. By learning to combine the individual classifiers, it catches a lot more positive-class messages, but mislabels a few more negative-class messages. In addition, LL actually outperforms all but one of the individual classifiers in precision and in recall and all of them in F1-score, again confirming the benefit of learning a combination of classifiers.

The T0.5 model achieves the top recall and lowest precision scores by wide margins. This means that most positive-class messages are weakly labeled as such by at least one classifier. By increasing the threshold, T0.95 improves its precision in all tests as weakly-positive messages are no longer marked in the positive class. However, the recall value decreases sharply as well, indicating that there are a lot of positive-class messages that not a single classifier can confidently recognize.

The DM approach gives the best overall performance and F1-score. It surpasses LL and T0.95 in precision and is second only to T0.5 in recall, and it is nearly as good as DV, SV, and MW in precision with much better recall. It thus seems that merging datasets in a single classifier is better than combining multiple individual classifiers. This empirical conclusion stems also from our earlier analysis in Section IV, where a diversity of language use and of cyberbullying behaviors was key to achieving good results. The DM classifier is trained on the largest possible vocabulary and the largest set of different behaviors. Moreover, this merger will reduce the problem of having neutral-meaning words that appear only in one class of one dataset and the opposite class of another and thus confuse the classification. After the merge, these words appear in both classes and no longer have strongly influence the classification.

**Table III**

<table>
<thead>
<tr>
<th>Precision</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>Test dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>LL</td>
<td>0.97</td>
<td>0.56</td>
<td>0.28</td>
<td>0.55</td>
<td>0.38</td>
<td>0.59</td>
<td>0.82</td>
<td>0.82</td>
<td>T0.5, DV</td>
</tr>
<tr>
<td>DV</td>
<td>0.99</td>
<td>0.66</td>
<td>0.45</td>
<td>0.68</td>
<td>0.30</td>
<td>0.78</td>
<td>0.87</td>
<td>0.93</td>
<td>T0.95, MW</td>
</tr>
<tr>
<td>SV</td>
<td>0.99</td>
<td>0.57</td>
<td>0.40</td>
<td>0.62</td>
<td>0.41</td>
<td>0.75</td>
<td>0.89</td>
<td>0.93</td>
<td>T0.95, T0.5</td>
</tr>
<tr>
<td>MW</td>
<td>0.99</td>
<td>0.65</td>
<td>0.35</td>
<td>0.60</td>
<td>0.46</td>
<td>0.72</td>
<td>0.89</td>
<td>0.91</td>
<td>DM, SV</td>
</tr>
<tr>
<td>T0.5</td>
<td>0.93</td>
<td>0.62</td>
<td>0.14</td>
<td>0.44</td>
<td>0.31</td>
<td>0.40</td>
<td>0.33</td>
<td>0.58</td>
<td>T0.5, SV</td>
</tr>
<tr>
<td>T0.95</td>
<td>0.98</td>
<td>0.70</td>
<td>0.32</td>
<td>0.57</td>
<td>0.37</td>
<td>0.60</td>
<td>0.82</td>
<td>0.82</td>
<td>DM, MW</td>
</tr>
<tr>
<td>DM</td>
<td>0.98</td>
<td>0.72</td>
<td>0.35</td>
<td>0.63</td>
<td>0.40</td>
<td>0.58</td>
<td>0.81</td>
<td>0.83</td>
<td>LL, SV</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Recall</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>Test dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>LL</td>
<td>0.87</td>
<td>0.30</td>
<td>0.78</td>
<td>0.82</td>
<td>0.29</td>
<td>0.91</td>
<td>0.50</td>
<td>0.78</td>
<td>T0.5, DV</td>
</tr>
<tr>
<td>DV</td>
<td>0.69</td>
<td>0.14</td>
<td>0.66</td>
<td>0.69</td>
<td>0.07</td>
<td>0.52</td>
<td>0.11</td>
<td>0.52</td>
<td>T0.95, MW</td>
</tr>
<tr>
<td>SV</td>
<td>0.78</td>
<td>0.17</td>
<td>0.69</td>
<td>0.74</td>
<td>0.12</td>
<td>0.63</td>
<td>0.16</td>
<td>0.62</td>
<td>T0.95, T0.5</td>
</tr>
<tr>
<td>MW</td>
<td>0.87</td>
<td>0.27</td>
<td>0.65</td>
<td>0.67</td>
<td>0.11</td>
<td>0.58</td>
<td>0.16</td>
<td>0.57</td>
<td>DM, SV</td>
</tr>
<tr>
<td>T0.5</td>
<td>0.99</td>
<td>0.83</td>
<td>0.91</td>
<td>0.93</td>
<td>0.72</td>
<td>0.98</td>
<td>0.75</td>
<td>0.91</td>
<td>T0.5, SV</td>
</tr>
<tr>
<td>T0.95</td>
<td>0.96</td>
<td>0.47</td>
<td>0.78</td>
<td>0.78</td>
<td>0.18</td>
<td>0.84</td>
<td>0.32</td>
<td>0.75</td>
<td>DM, MW</td>
</tr>
<tr>
<td>DM</td>
<td>0.98</td>
<td>0.74</td>
<td>0.65</td>
<td>0.77</td>
<td>0.38</td>
<td>0.89</td>
<td>0.54</td>
<td>0.82</td>
<td>LL, MW</td>
</tr>
</tbody>
</table>

**VI. CONCLUSION**

In this paper, we conducted an in-depth study of the relationship between eight cyberbullying datasets and the systems that can be trained from them. First, we studied the datasets and what they tell us about cyberbullying behaviors. Next we studied the similarity in vocabulary between them. We then trained deep neural networks and studied how they can be transferred from one domain to another. Finally, we studied approaches for combining the classifiers into ensemble models.

Our paper has highlighted four major conclusions. First, there is little agreement on the definition of cyberbullying, the behaviors that comprise it, or how to measure and label them. Our second conclusion is that there is very little language in common between datasets and many neutral-meaning words are labeled in contradictory ways, which makes transferring systems difficult. Our third conclusion is that the condition to facilitate transferability is to have a system trained on as diverse a dataset as possible, both in terms of language use and in terms of behaviors labeled. Finally, if one wishes to combine the knowledge from different datasets, the best way of doing this is to merge the datasets and train a single system.
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