Forecasting Transactional Amount in Bitcoin Network Using Temporal GNN Approach
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Abstract—Financial institutions such as banks regularly forecast the amount of finances an individual will have in his/her account in the near future. This can help banks in categorizing their customers so that banks can recommend financial products that matches the needs of their customers. In this work, we explored the historical financial transactions for predicting the amount a customer will receive through his/her transacting partners at a specific time. In particular, we use the Bitcoin transactional dataset, which has two main characteristics: i) network, and ii) temporal. This paper contributes by exploiting a specific kind of Graph Neural Network approach called Temporal-Graph Convolutional Network (T-GCN) for predicting the amount of Bitcoins received by a customer at a particular timestamp. The lower errors obtained using T-GCN approach compared to 11 baseline approaches (such as Support Vector Regression (SVR), Random Forest Regression (RFR), Vector Auto-Regressive (VAR), Long Short-Term Memory (LSTM), etc.) clearly demonstrate the effectiveness of T-GCN approach. In addition, our findings reveal that time is an important feature for such kind of predictive tasks.

Index Terms—Temporal Graph Neural Network, Graph Convolutional Network, Financial Transactional Network, Cryptocurrency, Regression.

I. INTRODUCTION

Financial transactions have come a long way from exchanging goods (commodity) to precious metals (coins) to paper money to online transactions. Most of the customers prefer online platforms for day to day transactions in these days due to various factors like i) ease of transactions: availability of various online mediums such as mobile apps and websites, ii) security: individuals do not have to carry cash with them, and iii) privacy: only the transacting individuals are aware of it.

Various works have been performed on online financial transactions in the past. One line of research focuses on analyzing the financial transactional networks using network theory such as understanding the users’ behavior in a static network [1], [2], interpreting the network evolution [3], [4], [5], exploiting the network with the third party data like social media data, call records data [6], [7], [8], etc. Another line of research focuses on prediction of financial transactions using various machine learning approaches such as financial distress of the companies [9], [10], stock market prediction [11], credit card risk prediction [12], identifying the lifetime value of the customers [13], to name a few.

This work deals with the prediction of online financial transactions. In particular, our goal is to predict the total amount a user will have in his/her account (from all the transacting users) at a particular time window. The problem of predicting online financial transactions is important as the amount of money not only reflects the financial status of a person in society but also helps financial institutions such as banks in classifying customers in different financial categories. By leveraging this information, banks can recommend financial products or offer designated loans to their customers based on their income.

As the online financial transactions are not publicly available and neither easily accessible due to privacy and business reasons [14], we use the Bitcoin dataset, *BTC Blockchain processed data* [15] containing over one billion transactions with over one hundred thousand unique users (See Section III for further details). In particular, we focus on Bitcoin compared to other publicly available cryptocurrencies datasets as Bitcoin is the dominant cryptocurrency over other cryptocurrencies in the market [16].

![Bitcoin Temporal Network](https://example.com/fig1)

Fig. 1: Bitcoin Temporal Network (best seen in color)

Figure 1 illustrates typical financial transactions from a Bitcoin dataset at time interval $t$ and later at $t+\Delta$, where $\Delta$ can represent any specific time value such as a week, a
month or even a year. The nodes in the graph correspond to the individuals (representing bank customers for example) who are involved in the transactions, while an edge corresponds to the transaction that happened between any two individuals. The values on the nodes indicate the amount of Bitcoins received by an individual at a particular time window, and the value on the edges represents the amount being transferred in a particular transaction. With time, the dynamics of the network can also evolve. For example, at time $t$, a particular bank customer $C$ receives a collective amount of 195.96 from $B$ and $D$, and at time $t + \Delta$, $C$ receives the total amount of 273.50, collectively from $A$ along with $B$ and $D$.

Thus, typical financial transactions features (which are also present in Bitcoin dataset) can be categorized into the following:

1) **Network Features**: These include features that aids in forming a network such as source user, target user, amount of Bitcoins transferred. Furthermore, the network features have the following characteristics:

   a) **Directed edges**: The direction signifies the receiver and initiator of the transaction. For example, consider a transaction in Figure 1 at time $t$, $A$ transfers an amount of 10 to $B$.

   b) **Multiple edges**: While executing financial transactions, there is a high possibility that a transacting user could involve in more than one transaction at a specific time window. As it can be seen in Figure 1, at timestamp $t$, $B$ transacts with $C$ two times. This property of the graph is known as multiple edges in the graph.

2) **Temporal Features**: This feature denotes the time aspect, that is particular timestamp at which a particular transaction has happened. Also, the structure of the network changes with time. For instance, at time $t$, $A$ is transacting only with $B$, whereas at time $t + \Delta$, $A$ is transacting with $B$ and $C$.

Traditionally, classical machine learning models have been explored for financial forecasting. Examples include predicting the price of cryptocurrencies, predicting individuals’ behavior in retail banking [17], customer lifetime value [13], etc. Although network-based approaches have been used for understanding user-to-user [18], companies [19], banks [20] financial networks, to the best of our knowledge, these approaches have not been used for predicting the amount of financial transactions. That is, how much a particular user will receive in his or her account.

In this work, we utilize state-of-the-art Temporal-Graph Convolutional Network (T-GCN) for predicting the amount of Bitcoins an individual will receive from his/her transacting partners at a specific time. Since Bitcoins represent the amount (which we are interested in), hence, we use the terms Bitcoins *and* the amount of transactions interchangeably. T-GCN model captures both the spatial (topological structure of the network) and temporal features simultaneously from a time-series graph by employing both Graph Convolutional Networks (GCN) and Gated Recurrent Units (GRU). We compared T-GCN with 11 traditional algorithms such as Support Vector Regression (SVR), Random Forest Regression (RFR), Vector Auto-Regressive (VAR), Long Short-Term Memory (LSTM), etc. (See Section V-A). The T-GCN model shows a definite improvement over baseline methods demonstrated using evaluation metrics such as Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), Mean Absolute Percentage Error (MAPE).

This paper is organized in the following way. Section II covers related work. Section III presents a detailed description and the transformation of the dataset which is used in our experiments. Section IV covers the methodology proposed in this paper. Section V discuss the various models used and experimental results obtained. Finally, Section VI presents the conclusion and future work of the paper.

II. RELATED WORK

Broadly, financial transactions can be divided into two categories: one belonging to traditional financial institutions and the other falls under cryptocurrencies. Thus, we cover works related to both these domain categories. We first discuss works related to financial transactions (Section II-A) and next we discuss works related to predictive analysis in the financial domain (Section II-B).

A. Financial transactions

There has been a surge in the interest related to cryptocurrency research [21]. In particular, we present works related to Bitcoin [22], Ethereum [23], and Namecoin [4]. These digital currencies are based on secured blockchain technology [24]. However, the concerns are raised with the use of cryptocurrencies with respect to anti-money laundering approaches [25], taxation and managerial issues [26]. To overcome some problems, mainly due to the lack of governments’ involvement of cryptocurrencies, a reliable transaction tracking approach was proposed in [27]. Nonetheless, it has been shown that these alternative currencies can complement traditional currencies [28]. In addition, researchers have also analyzed the transacting patterns on static [1], [2] and dynamic networks [3], [4], [5].

Cryptocurrencies have also been analyzed using network theory for Bitcoin [1], [2], [3] Namecoin [4], [29], Ethereum [5]. Some of the studies analyzed the transacting patterns to understand the behavior of users [1], [2] on a static snapshot of the networks. While others have analyzed the network evolution of these networks [3], [4], [5] and reported that the network densification occurred only in the initial years of the conception of these currencies. In comparison, we performed non-evolutionary study on a financial transactional network. In traditional financial institutions, the network theory has been employed for analyzing user-to-user [18], companies [19], banks [20] networks, to name a few. Besides, few researchers have also analyzed financial data by complementing it with the third-party data such as call data records [6], [7] and social media data [8].
B. Predictive analysis

In this section, we discuss past literature related to various aspects of financial forecasting. One line of works has tried to predict the financial distress of companies [9], [10]. However, the majority of works have dealt with stock market prediction in various forms such as forecast price variation [30], [31], price variation in the stock rates [30], [32], stock market return [11]. These works have performed textual analysis, such as by using news [33] or especially breaking news [34], survey, Twitter, and search engine data [35].

In terms of digital currencies, there are past researches which have studied network-based features [36] and regression models [37] to predict the price of cryptocurrencies such as Bitcoin, Litecoin, Ethereum, Digital Cash, and Ripple by employing Deep Learning models such as Recurrent Neural Networks (RNNs) [38]. In comparison, in traditional financial domains, there are works which developed a framework to forecast the price volatility [39].

There have been few works related to predicting financial behavior of individuals using machine learning techniques [40], particularly in retail banking [17]. Some works have also exploited external data sources such as phone-based call features to predict a person’s credit risk [12]. In addition, predicting analytics has been performed on customer lifetime value [13], customer potential value in the insurance industry [41], credit losses [42] of the financial domain.

Our work lies at the intersection of these works. To be specific, we will be performing the regression task of analyzing the Bitcoin transaction network. In this paper, we employed T-GCN approach in order to forecast the transactional amount received by an individual at a specific timeline.

III. DATASET DESCRIPTION

In this section, we first discuss the publicly available Bitcoin transactional dataset (Section III-A). Next, we describe the data transformation steps before applying various predictive models (Section III-B).

A. Bitcoin Dataset

In this paper, we utilized a publicly available Bitcoin dataset, that is, **BTC Blockchain processed data**\(^1\) of size 3 GB [15]. This dataset consists of a processed Bitcoin blockchain transaction network containing over one billion transactions with over 100,000 unique users from the year 2009 to 2017. This dataset is provided in the form of a text file and contains four columns. Specifically, the four columns are, *source id* that represents source of the user that initiates the transaction, *target id* represents target of the user that receives the transaction amount, *timestamp* represents the Unix transaction time (seconds since 1970-01-01) and *amount* represents the amount of bitcoins transferred from source node id to target node id at a particular timestamp. In this paper, we use the term *user* and *id* interchangeably. Table I shows the descriptive statistics of the Bitcoin dataset on per year basis.

![Table I: Descriptive Statistics of Bitcoin dataset](https://sites.google.com/site/ninoantulovfantulin/code-data)

### B. Transformation of Bitcoin Dataset into Target-Specific Dataset

In the Bitcoin dataset, each row represents a transaction from a source to target at a specific timestamp. However, we are interested in discovering the total amount of Bitcoins received by the target. To be specific, we have considered only frequent transactions (‘frequent’ term will be explained in the following steps). In light of this, the following are the transformation steps from the Bitcoin dataset into the Target-Specific dataset.

**Step 1: Splitting the dataset:** The dataset is first sorted according to the *timestamp* (in this case, the *timestamp* is the *year of transaction*). Then, this sorted data is split temporally into nine different CSV files on a yearly basis. To be specific, each file represents data for one particular year.

**Step 2: Finding frequent ids in the dataset:** We first identified frequent ids, that is, ones who have transacted at least 100 times in a particular year. We remove those ids from the dataset, which have less than 100 transactions. This limit of 100 is in line with [15].

**Step 3: Addition of new features:** For each file, we transform the data on per *target id*. That is, for each *target*, we extracted i) total number of sources, ii) total number of transactions, and iii) the total amount at a specific year. In addition, for each file, we added two new features (or columns), that is, i) *number of sources* which represents the total number of sources that have transacted with a particular *target*, and ii) *number of transactions* which represents the total number of transactions in which a particular *target* is involved. Thus, each row contains information about one *target* only and have five features in total, that is, *year of transaction, number of sources, number of transactions*, and total amount of bitcoins received by a particular *target*.

**Step 4: Merging the dataset:** Next, all the CSV files are then merged into a single Target-Specific dataset file.

**Step 5: Handling outliers:** After merging the data, we use 1.5 \* Inter Quartile Range (IQR) method for filtering out the outliers in the Target-Specific dataset.

See Table II for the descriptive statistics of this Target-Specific dataset (after removing the outliers). Here, 2009 and 2010 year data have been removed as part of the outlier process.

---

\(^1\)https://sites.google.com/site/ninoantulovfantulin/code-data
TABLE II: Descriptive Statistics of Target-Specific dataset

<table>
<thead>
<tr>
<th>Year</th>
<th>Total Transactions</th>
<th>Total Sources</th>
<th>Total Targets</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>237</td>
<td>7</td>
<td>300</td>
</tr>
<tr>
<td>2012</td>
<td>685</td>
<td>14</td>
<td>1650</td>
</tr>
<tr>
<td>2013</td>
<td>1036</td>
<td>27</td>
<td>1885</td>
</tr>
<tr>
<td>2014</td>
<td>1537</td>
<td>231</td>
<td>4520</td>
</tr>
<tr>
<td>2015</td>
<td>1976</td>
<td>260</td>
<td>12580</td>
</tr>
<tr>
<td>2016</td>
<td>1698</td>
<td>198</td>
<td>6439</td>
</tr>
<tr>
<td>2017</td>
<td>561</td>
<td>30</td>
<td>1421</td>
</tr>
</tbody>
</table>

IV. METHODOLOGY

In this section, we discuss the proposed methodology and its various components that have been employed. The proposed methodology comprises of the following components (Figure 2):

Step 1: Data Pre-processing: We employed numerous steps in the data pre-processing and data transformation process. Like any data analysis step, most of the time consuming task is the data pre-processing and transformation process. The Bitcoin dataset, BTC Blockchain processed data is transformed into a Target-Specific dataset in order to find the total amount of Bitcoins received by a frequent user at a specific year (See Section III for a detailed description of the dataset). In particular, in this step, the whole Bitcoin dataset file is split into multiple files based on the years of transactions. Next, we filtered the frequent users from each file separately (Figure 2, Pre-processing of Data Transformation step).

Step 2: Extracting generic features: We extracted generic features (Figure 2, Generic Feature Extraction and Merge Files of Data Transformation step) such as the number of sources, number of transactions, year of transaction, target which are given as inputs to all the algorithms (baselines as well as T-GCN (see Section V-A)). The two new features, (number of sources and number of transactions) along with remaining features are transformed such that one row corresponds to one target id. Lastly, all files are then merged into one file containing the Target-Specific information for the combined years. The less number of features is one of the limitations of our financial transactional dataset.

Step 3: Preparing the inputs for T-GCN: Graph Neural Networks takes the inputs in the form of the adjacency matrix and (or) feature matrix. Thus, this step involves preparing the inputs in order to be fed to the T-GCN model (See Figure 2 Input Preparation and apply T-GCN step).

The transactional network that we considered is dynamic in nature, which can be represented using a graph \( G = (\mathcal{V}, \mathcal{E}, \tau) \), where \( \tau \) represents the set of transacting years, \( \mathcal{V} \) denotes the set of transacting individuals and an edge \( e_{st} \in \mathcal{E} \) corresponds to the transaction link from a source \( (v_s) \) to a target \( (v_t) \), where both \( v_s, v_t \in \mathcal{V}, \) and \( t \in \tau \), denotes the year of transaction. Source users, are those users who are sending Bitcoins to others, whereas target users are those users who are receiving the amount of Bitcoins from the source users. In addition, each \( t \) corresponds to the year of transaction. In these settings, this model is used for the node regression problem. In particular, we regress the node’s value, that is, the amount of Bitcoins received by a user.

Specifically, the inputs of the T-GCN model are feature matrix, and adjacency matrix. Feature matrix corresponds to the historical amount of Bitcoins (features) received by each node, that is, each row in the matrix corresponds to the features of all the nodes \( \mathcal{V} \) at a particular timestamp \( t \). The dimensions of a feature matrix are \( FXV \), where \( F \) be the total number of features, and \( V \) is the total number of nodes (number of users in our case). The adjacency matrix simply stores the relationships between the nodes. Here, the graph is directed containing multiple edges. The dimensions of an adjacency matrix are \( VXV \). See Table III for graph properties.

TABLE III: Graph Properties

<table>
<thead>
<tr>
<th>Number of Nodes</th>
<th>28795</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Edges</td>
<td>323679</td>
</tr>
<tr>
<td>Average Node Degree</td>
<td>19.04</td>
</tr>
<tr>
<td>Adjacency Matrix</td>
<td>28795 X 28795</td>
</tr>
<tr>
<td>Feature Matrix</td>
<td>37300 X 28795</td>
</tr>
</tbody>
</table>

Step 4: Applying T-GCN model: It is clear from the Input Preparation and apply T-GCN step of Figure 2 that the Bitcoin time-dependent transactional data inherently forms a network.
Thus, T-GCN [43] model is a perfect fit for this dataset. In this work, the inputs (the feature matrix and adjacency matrix) are passed to T-GCN model in order to predict the amount of Bitcoins received by a frequent user in the next time window. Besides, this model combines both GCN and GRU. Specifically, GCN is used to capture spatial dependencies and GRU is used to address temporal aspects of the network (See Section V-A for technical details of T-GCN).

V. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, we first mention the baseline models and discuss the main model we have employed for the regression task (Section V-A). Then, we discuss few of the main hyper-parameter tuning of the models and optimization techniques (Section V-B), and lastly, we discuss the results of our approaches (Section V-C).

A. Models

Baseline Methods: To show the effectiveness of T-GCN model, we used various baseline approaches for regression task such as Support Vector Regression (SVR), Random Forest Regression (RFR), Vector Auto-Regression (VAR), Long Short-Term Memory (LSTM), Decision Tree Regression (DTR), Polynomial Regression (PR), Ada Boost Regression (ABR), XG Boost Regression (XGBR), Gradient Boost Regression (GBR), Gated Recurrent Unit (GRU), Graph Convolutional Network (GCN). We did not use Linear Regression model as it was violating the assumptions of linear model.

T-GCN: We employed T-GCN [43] model for our problem as the dataset is dynamic. That is the structure of the network in our dataset changes over time. In particular, T-GCN is a specific class of the Graph Neural Networks (GNN) that can handle the time-series graph-structured data. Specifically, T-GCN predicts downstream tasks such as regression, classification by capturing both spatial and temporal properties based on historical data. This model is composed of T-GCN units and each T-GCN unit is a combination of two models, namely, GCN and GRU. GCN is a two-layer neural network that extracts the topological structure of the network using adjacency and (or) feature matrix. Specifically, the following is the propagation rule for every layer in GCN. This rule is inspired from first-order approximation of localized spectral filters on graphs [44].

\[
H^{(l+1)} = \sigma \left( \hat{D}^{-\frac{1}{2}} \hat{A} \hat{D}^{-\frac{1}{2}} H^{(l)} W^{(l)} \right),
\]

where, \(H^{(l+1)}\) represents the current hidden layer, \(\sigma\) is the non-linear activation function, \(\hat{D}^{-\frac{1}{2}}\) is the normalized degree matrix, \(\hat{A}\) represents adjacency matrix, and \(W^{(l)}\) is the learnable weight matrix parameter of previous hidden layer.

GRU is a variant of RNN models that captures the temporal dependency in the data. RNN is a basic choice to handle sequential data. However, it is not able to capture long-term dependencies. Thus, LSTM and GRU comes to the rescue. Here, GRU is chosen over LSTM as it has a shorter training time. Furthermore, GRU has a gating mechanism through which it learns the long term dependencies. To be specific, there are three gates, reset gate, that controls how much information to ignore from the previous timestamp, update gate that controls how much information to bring into the current timestamp and memory gate that stores the memory in the current timestamp. Following equations represents the T-GCN unit.

\[
f(A, X_t) \text{ represents the graph convolution process (explained in equation 1)},
\]

\[
h_{t-1} \text{ is the output at time } t-1, \quad u_t, r_t, c_t, h_t \text{ denotes the update gate, reset gate, cell state (memory gate), and output of hidden state at time } t \text{ respectively.}
\]

\[
u_t = \sigma(W_u[f(A, X_t), h_{t-1}] + b_u) \tag{2}
\]

\[
r_t = \sigma(W_r[f(A, X_t), h_{t-1}] + b_r) \tag{3}
\]

\[
c_t = \tanh(W_c[f(A, X_t), (r_t * h_{t-1})] + b_c) \tag{4}
\]

\[
h_t = u_t * h_{t-1} + (1 - u_t) * c_t \tag{5}
\]

For each unit, in order to capture both the spatial and temporal dependencies simultaneously, the T-GCN model first extracts the topological features from the data using GCN and then extracts the temporal features at the current timestamp along with information of previous timestamps using GRU in order to predict the output at the next timestamp.

B. Hyper-Parameter Tuning and Optimization Techniques

Hyper-parameters play a significant role in machine learning models. In this section, we describe the tuning of some of the hyper-parameters of the models. Specifically, the hyper-parameters of the T-GCN model include batch size, learning rate, training epochs, and the number of hidden units. Table IV describes various hyper-parameters values exploited while evaluating the T-GCN model. The optimal values of the hyper-parameters of T-GCN model are; batch size is 32, learning rate is 0.001, number of training epochs are 100 and the number of hidden units are 64. We used Adam optimizer and a fully connected layer at the end. In addition, we tried different settings of hyper-parameters for all the models and then chose the optimal values. For instance, for SVR, we use radial basis function (rbf) kernel; for RFR, DTR, XGBR, the total number of trees kept are 1000; for VAR, we verified all the assumptions required to perform VAR model such as Cointegration test, Granger’s causality test, etc; for LSTM, GRU and GCN, we used 64 as the number of hidden units and one dense layer at the end.

There are two optimization techniques that have been used before feeding the data to the model. First is, standardization which is the most important step before training the model. This step rescales the features so that it has a Gaussian distribution with mean zero and standard deviation value of one. It helps the model in better prediction. The second is feature importance. In order to select the features that are helpful in predicting the model, few feature importance techniques have been employed, such as F-regression, Mutual Information regression, etc. In all these techniques, the importance scores
of all the features are positive. Thus, we kept all the features and concluded that they all are important in predicting the regression problem.

### TABLE IV: Hyper-Parameter Tuning of T-GCN model

<table>
<thead>
<tr>
<th>Hyper-parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch Size</td>
<td>32</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>0.0001</td>
</tr>
<tr>
<td>Training Epochs</td>
<td>10</td>
</tr>
<tr>
<td>Hidden Units</td>
<td>8</td>
</tr>
</tbody>
</table>

### C. Results

First, the Target-Specific data is split into train, validation and test set temporally. That is, the training set is from the year 2011 to 2015, the validation set is from the year 2016 and the year 2017 is kept for the test set. Then, the data is fed to the model. As hyper-parameters plays a major role in order to efficiently train the models, we first explore the various hyper-parameters in each of the models. Apart from T-GCN, for all other baseline models, we present only the best results after using various hyper-parameter combinations. See Section V-B for the hyper-parameters discussion. In particular, for T-GCN, we tune the number of hidden units, which is a crucial hyper-parameter. Table V shows the results for various hidden units’ values being selected for the T-GCN model. One can notice that with an increase in the number of hidden units, the error decreases. However, the errors start to increase when the number of hidden units has increased to 128. Therefore, we used 64 as the optimal number of hidden units in the T-GCN model as the scores for all the metrics are lowest.

### TABLE V: Hidden Units of T-GCN model

<table>
<thead>
<tr>
<th>Hidden Units</th>
<th>Metrics</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>MAE</td>
<td>5.05</td>
<td>6.12</td>
<td>1004.21</td>
</tr>
<tr>
<td>16</td>
<td>RMSE</td>
<td>4.55</td>
<td>8.22</td>
<td>934.45</td>
</tr>
<tr>
<td>32</td>
<td>MAPE</td>
<td>1.60</td>
<td>3.62</td>
<td>807.21</td>
</tr>
<tr>
<td>64</td>
<td>MAE</td>
<td>1.13</td>
<td>3.24</td>
<td>669.46</td>
</tr>
<tr>
<td>128</td>
<td>RMSE</td>
<td>2.63</td>
<td>4.85</td>
<td>750.59</td>
</tr>
</tbody>
</table>

We tune the values of various hyper-parameters of T-GCN model. Specifically, in Figure 3 (a), we increased the number of epochs in order to decrease the error values and continue until the error values start to increase further. As it can be seen that after 100 epochs, the error again start to increase. Thus, we kept the number of epochs as 100. Similarly, in Figure 3 (b), we also tune the number of hidden units. In this case, the optimal number of hidden units are 64 as all the three errors are at its lowest.

Figure 4 displays the training and validation loss obtained while training the T-GCN model. It can be observed that the loss values start to decrease as the number of epochs increases (which is the desired scenario). In addition, it is clear that there is no overfitting in the model, as validation loss is close to the training loss.

Table VI, Columns “w/t” (signifying that time was considered as one of the features) shows errors for various models for three different types of metrics (that is, MAE, RMSE, and MAPE). It is clear that the T-GCN model outperforms other traditional baseline algorithms. In addition, even in the worst-case, T-GCN values (see Table V) for each metric has a lower error than other baseline models. This is possibly due to the fact that T-GCN is able to exploit both the spatial and temporal properties of the dataset as compared to baseline models.

### TABLE VI: Results of Target-Specific dataset on test data with all the features (including time t) and without the time t feature

<table>
<thead>
<tr>
<th>Models</th>
<th>Metrics</th>
<th>w/t</th>
<th>w/o t</th>
<th>w/t</th>
<th>w/o t</th>
<th>w/t</th>
<th>w/o t</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVR</td>
<td>MAE</td>
<td>5.93</td>
<td>6.03</td>
<td>9.28</td>
<td>9.49</td>
<td>1022.49</td>
<td>1047.02</td>
</tr>
<tr>
<td>RFR</td>
<td>RMSE</td>
<td>6.49</td>
<td>6.58</td>
<td>9.22</td>
<td>9.45</td>
<td>1755.82</td>
<td>1758.21</td>
</tr>
<tr>
<td>VAR</td>
<td>MAPE</td>
<td>6.12</td>
<td>6.46</td>
<td>9.49</td>
<td>9.57</td>
<td>1452.21</td>
<td>1464.52</td>
</tr>
<tr>
<td>LSTM</td>
<td>MAE</td>
<td>6.06</td>
<td>6.45</td>
<td>8.56</td>
<td>8.69</td>
<td>1656.72</td>
<td>1674.12</td>
</tr>
<tr>
<td>DTR</td>
<td>RMSE</td>
<td>8.94</td>
<td>9.04</td>
<td>9.44</td>
<td>9.64</td>
<td>1880.49</td>
<td>1897.62</td>
</tr>
<tr>
<td>PR</td>
<td>MAPE</td>
<td>7.06</td>
<td>7.47</td>
<td>10.04</td>
<td>11.65</td>
<td>1512.27</td>
<td>1524.36</td>
</tr>
<tr>
<td>ABR</td>
<td>MAE</td>
<td>6.04</td>
<td>6.36</td>
<td>8.01</td>
<td>8.15</td>
<td>1722.79</td>
<td>1745.21</td>
</tr>
<tr>
<td>XGBR</td>
<td>RMSE</td>
<td>5.45</td>
<td>5.55</td>
<td>6.88</td>
<td>7.06</td>
<td>1452.26</td>
<td>1466.82</td>
</tr>
<tr>
<td>GBR</td>
<td>MAPE</td>
<td>6.45</td>
<td>7.02</td>
<td>9.15</td>
<td>9.95</td>
<td>1745.52</td>
<td>1752.63</td>
</tr>
<tr>
<td>GRU</td>
<td>MAE</td>
<td>6.36</td>
<td>7.25</td>
<td>8.24</td>
<td>9.25</td>
<td>1644.44</td>
<td>1752.22</td>
</tr>
<tr>
<td>GCN</td>
<td>RMSE</td>
<td>4.13</td>
<td>5.15</td>
<td>5.41</td>
<td>5.65</td>
<td>912.01</td>
<td>945.63</td>
</tr>
<tr>
<td>T-GCN</td>
<td>MAPE</td>
<td>1.13</td>
<td>2.15</td>
<td>3.24</td>
<td>4.26</td>
<td>669.46</td>
<td>676.21</td>
</tr>
</tbody>
</table>

In order to verify that time is an important input feature in the Bitcoin dataset, we excluded the time feature in all the
baselines as well as in the T-GCN model. The dataset is now shuffled randomly before feeding it to the model. Here, we used 5-fold cross-validation. The results of the models without considering the time feature is shown in Table VI, columns “w/o t” (representing without time feature) for all the three metrics. From the results, we can observe that the error values in all the models have increased when we do not take the time feature into consideration. However, it is to be noted that T-GCN is still performing better than all the other baseline methods. This concludes that time is an important input feature for the model.

As a microscopic analysis of our models, we plot the error distribution of all the models (See Figure 5). The error is calculated by taking the absolute value of the intermediate result obtained by subtracting the predicted value from the actual value. The X-axis shows the error, and the Y-axis indicates the number of observations for each particular error. The larger the number of observations is nearer to zero, the better the model is in terms of prediction. Among the baseline models, DTR and PR models (Figures 5 (b) and (c)) has the least number of errors in the range zero to five compared to other baseline models. However, it is clear that the T-GCN model has the highest number of observations among the lowest error range (Figure 5 (l)), which reconfirms that T-GCN is the best fit for the prediction problem.

Fig. 5: Error distribution of various predictive models; y-axis represents frequencies and x-axis corresponds to error values of the models

VI. CONCLUSION AND FUTURE SCOPE

This paper deals with the prediction of the online financial transactional network. Specifically, the aim is to forecast the transaction amount received by a user in a particular year based on its historical transactional data. Based on our extensive experiments, we found out that T-GCN outperforms the other baseline machine learning algorithms as it is able to capture the network and temporal aspects of the dataset. The future work of this paper includes:

1) **Dynamic GNN approaches**: We would like to apply this data to dynamic GNN approaches such as EvolveGCN [45] to lower the errors further.
2) **Attention-based GNN approaches**: We want to extend this work and applying attention-based models in order to focus on relevant features only [43], thereby, improving the model.
3) **New datasets**: We would also like to perform experiments on additional datasets by including other cryptocurrencies datasets such as Ethereum, Litecoin, etc.
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