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Abstract— Twitter has become an important tool for 
communication and marketing.  Topic model algorithms meant 
to characterize the discourse of online conversations and 
identify relevant audiences do not perform well for this task, 
despite their widespread usage.  This paper proposes an 
iterative topic model, Gamma Filtration, and a social network-
based method, Simmelian Filtration, to amplify tweet-topic 
probability signal and reduce noise.  We demonstrate the 
method on a novel data set collected of European Racially and 
Ethnically Motivated Violent Extremist (REMVE) networks on 
Twitter.  We find that Simmelian Filtering is most successful at 
reducing noise as measured by perplexity. This improves our 
ability to detect and monitor core conversations of a community 
that is disseminating propaganda to increase online extremism. 
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I. INTRODUCTION  
Social media platforms provide people an opportunity to 

share thoughts and ideas, debate, and develop diverse 
audiences of listeners.  Some use these platforms to advertise 
products and goods, while others may use it to promote 
political agendas, and still others may use it for propaganda 
or radicalization.  As scholars study the social dynamics of 
online populations, a key challenge is characterizing the 
discourse among coherent audiences.  By coherent audience, 
we mean a group of personas that exchange content or are 
likely to interact with each other’s content.  Characterizing 
their content allows scientists to investigate the underlying 
cultural characteristics of online communities and provides 
insight into understanding organic versus inorganic (bots) 
activity. 
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 Perhaps the most common method of content 
characterization is topic modeling, specifically latent Dirichlet 
allocation (LDA) [1].  We find that LDA does not perform 
well on social media micro-blogs due to a number of factors.  
This paper will highlight some of the shortcomings of LDA 
applied to this type of social media data and propose two 
methods that can be used to overcome LDA limitations.  The 
methods are demonstrated on data collected from online 
communities discussing European Racially and Ethnically 
Motivated Violent Extremist (REMVE) networks on Twitter. 

This paper is organized as follows. The background 
provides a brief overview of LDA, summarizes related works, 
and highlights limitations for our application.  The data 
section will explain the procedure used for collecting REMVE 
data used for demonstration.  The method section will describe 
the two proposed data filtration methods, which we refer to as 
Gamma and Simmelian Filtration.  The results section will 
compare the resulting topic models as applied to the REMVE 
data set.   Finally, conclusions for social media analysis will 
be drawn. 

II. BACKGROUND 
Latent Dirichlet Allocation (LDA) [1] is a popular form of 

topic modeling. It is often used for extracting latent themes 
from bodies of text. Even 17 years after its inception, LDA 
continues to be a highly influential algorithm and remains 
widely used in analyses of Twitter data [11][12][13]. While 
many researchers use LDA to explore Twitter data, LDA 
models using tweets are generally noisy and unstable [9]. 
There are several reasons why LDA may not work well with 
Twitter data. 

Twitter data contains a high quantity of n-grams that occur 
once. For example, in our entire corpus, 50.0% of words only 
appeared once and another 15.6% only appeared twice. When 
documents have few co-occurring terms and many hapax 
legomena, LDA can fail to consistently categorize the 
documents well, even after thousands of iterations. 

Micro-blogs like Twitter are short, meaning fewer words 
co-occur than in longer documents. Some documents only 
share one word with all other documents. This affects the 
consistency of term-document probability and document-
topic probability in LDA. 

The arbitrarily chosen initialization point, or seed, can 
cause LDA optimization to converge at different local optima. 

Tweets generally contain only one topic per document, 
violating an assumption of LDA. 
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Some have attempted to correct LDA models for Twitter 
data by either aggregating tweets by author or by correcting 
the underlying LDA models for Twitter data [5][9]. Other 
researchers have proposed modifications to LDA which can 
improve performance on Twitter data including biterm topic 
modeling [14] and embedding-clustering approaches 
[15][16]. While we use LDA in this work, both filtering 
approaches we present could be used with other topic 
modeling approaches.  

 These approaches, however, generally do not assess the 
robustness of their models to noise or preprocessing decisions. 
In the authors’ experience, we find LDA to be highly volatile 
to initialization point (seed) and to preprocessing decisions. 
As other researchers have found, “the inferences one draws 
can be extremely sensitive to the preprocessing choices the 
researcher makes” [2]. While topic modeling results already 
undergo subjective interpretation, the volatility of the 
underlying model suggests an additional layer of subjective 
decision-making. 

 Researchers have used community detection algorithms in 
conjunction with multiple runs of LDA to explore topics 
across discrete communities [17]. This approach requires 
substantially more work for the analyst, as the analyst needs 
to inspect multiple topics across multiple communities. Our 
primary contribution is the introduction of two filtration 
methods to improve topic coherence without repeatedly 
applying LDA to multiple subsets of the network. 

LDA is a generative probabilistic method for topic 
modeling. It is common to use the measure perplexity to 
evaluate LDA models. Perplexity is used by convention in 
language modeling, and a lower perplexity score indicates 
better generalization performance [1]. To select a number of 
topics, k, one can evaluate the Perplexity Rate of Change 
metric proposed by Zhao [10]. For a set of documents M, over 
a set of N total words, perplexity can be formally defined as: 
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where wd is the is the word vector in document M. Cross-fold 
validation is used to calculate the rate of perplexity change 
over candidate numbers of topics. 𝑃>, 𝑃C, …𝑃E denotes the 
average perplexities for r candidate number of topics. The rate 
of perplexity changes for topic number ti is calculated as: 

𝑅𝑃𝐶(𝑖) = |
𝑃IJ𝑃IJ>
𝑡IJ𝑡IJ>
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To better capture model volatility in our LDA evaluation 
metric, we calculated 5-fold perplexity scores across 50 
random seeds. We will use the mean and variance of these 
perplexities as a quantitative score on the effectiveness of 
gamma and Simmelian filtration methods. 

III. DATA 
We collect data from an online community in Twitter to 

demonstrate the gamma and Simmelian filtration methods 
described in the next section.  The authors chose a REMVE 
community based on background, convenience, and use this 
for expository purposes.  We fed an expert-curated list of 
REMVE terms into a software from Zignal Labs, in order to 
capture Twitter data containing those terms posted between 
the beginning of August and the end of November 2019. The 
resulting dataset contained 633,681 tweets. Although most of  

Figure 1: Top hashtags in REMVE data 

Figure 2: Wordcloud of most common words in REMVE 
data following English translation, stemming, 
lowercasing, and removal of special characters. 

our data did not include user location (52.76%), the United 
States was by far the most commonly labeled location 
observed (51.66%). Labeled European accounts composed 
only 5.91% of the data: 37,670 tweets. To increase the size of 
our corpus, we trained a neural network using Keras to classify 
unlabeled data as “in Europe” or “not in Europe.”  The neural 
network outperformed logistic regression, decision trees, 
random forests, and a deeper long short-term memory neural 
network architecture. This increased the size of our corpus to 
50,894 European Twitter documents (a.k.a tweets). 

The resulting data corpus contained over 36 languages — 
the majority being English (28,840), Spanish (10,722), Dutch 
(4,563), French (3,510), and German (3,130). Because we 
translated these documents to English using Amazon Web 
Service’s Translation Software Development Kit, and 
translation services are unavailable for Catalan, Catalan-
language documents were excluded from our dataset. While 
this certainly results in information loss, LDA relies on n-
gram co-occurrence, so we wanted tokens to be directly 
comparable.  Figure 1 displays word clouds of both the most 
common pre-translated hashtags and the most common 
languages within our Twitter dataset. Figure 2 contains a 
wordcloud of our final, preprocessed corpus. 

 The five most common words in our preprocessed corpus 
(excluding stop-words) in our dataset were right (13,339), 
cuck (10,211), alt (9,771), kike (8,912), and nwo + 
newworldorder (5,755 + 820). However, it is worth noting that 
many mentions of the word ‘kike’ were made in reference to 
the Spanish Football player, Enrique Martínez (who goes by 
Kike). We were stuck by how predominantly conspiracy 
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theories are featured in our dataset - these will be explored in 
the Results section of the paper. 

IV. METHOD 
Topics in the REMVE data were neither stable nor 

semantically meaningful at this point, so we propose methods 
to reduce the noise and amplify the signal of meaningful 
topics. The first method is an iterative document-topic 
probability ( Γ ) filtering.  The second is a social network 
analysis approach, taking the network’s Simmelian Backbone 
[7] and running LDA on the highest-degree authors of the 
backboned network. 

LDA models were created using the topicmodels package 
in R [3] to return both term-document probabilities β, as well 
as document-topic probabilities Γ. We created LDA models 
with k number of topics, viewed the terms with the highest 
term-document scores for each topic, and read samples from 
the topics that seemed the least relevant. Once we confirmed 
a topic was capturing irrelevant information, we dropped any 
authors with a Γ of greater than .5 for that topic, re-filtered by 
term-frequency-inverse document frequency (TFIDF) at a 
threshold of 1, and re-ran the topic model. Put more simply, 
we qualitatively identify topics that seem to capture noise, any 
author that has a Γ of greater than 0.5 within that topic is 
dropped, and then we re-run TFIDF and LDA. This approach 
was successful in both reducing noise and amplifying the 
signal. However, this approach necessitates significant human 
oversight in the selection of irrelevant topics, and it is 
vulnerable to subjective decisions of the researcher. Below is 
one iteration of this approach in pseudocode: 
X ← tokenize(X) 
DTM ← DocumentTermMatrix(X) 
L ← LDA(DTM) 
tfidf_bound ← 1.0 
drop_authors ← list() 
bad_topics ← list(int(topic k to drop  
after model inspection)) 
FUNCTION gamma_filter(L, X, bad_topics, 
tfidf_bound): 
 FOR (author in LDA): 
  IF author’s  Γ > 0.5 ∈ bad_topics: 
   drop_authors[author] ← 
author 
  END IF 
 END FOR 
 X ← X[‘author’] ∉ drop_authors 
 X ← X ∈ X[tfidf(X[‘ngrams’]) > 
tfidf_bound] 
 Return X 
 
We refer to this method as Gamma Filtering. 

 Our second approach took advantage of the network 
structure of Twitter data. A social network can be represented 
as a graph G where vertices V represent users, and the edges 
E represent ties between them. In this case, V are all authors 
and twitter handles that were present within tweets and E are 
symmetrized valued sums of all author to Twitter-handle 
interactions (retweets, mentions, replies).  

 We propose using community detection algorithms to 
identify core communities within a network as a filtration step 
prior to running LDA on social media datasets. We refer to 
this approach as Simmelian Filtration. We used the non-
parametric variant of the Simmelian Backbone algorithm 
proposed by Nick et al. [7] to reduce our dense Twitter social 
network down to its most densely connected triads. For each  

TABLE I.  5-FOLD PERPLEXITY OVER 50 SEEDS (LOWER IS BETTER) 

 
node, the algorithm ranks neighbors by tie strength, 
determines redundancy of small ties, and filters ties that are 
not week or redundant. We chose this algorithm due to its  

strong roots in social science theory, but it is likely that other 
community detection algorithms could successfully reduce 
noise in social media datasets prior to running LDA. 
Simmelian bonds are triangles, where each corner is a user and 
where each edge is a bi-directional bond. Nick et al. [7] outline 
the social science theory: 

“A group’s capabilities (and constraints) are then determined 
by two dimensions: the redundancy of internal edges and the 
non-redundancy of external edges (along the vertical axis). 
Burt argues that a group achieves maximum performance 
when its internal edges are strong, and its external edges are 
weak: ‘while brokerage across structural holes is the source 
of added value, closure can be critical to realizing the value 
buried in the structural holes.’” [7] 

 This approach has three primary benefits. First, as 
Simmelian groups are highly connected triads, groups 
identified by a Simmelian Backbone are more likely to exhibit 
strong homophily, or a tendency to interact with similar 
individuals. It has previously been found that homophily in 
Twitter produces “a tendency of users to produce like-minded 
information, [where] individuals are disproportionately 
exposed to like-minded information” [4]. The intuition is that 
densely connected users should be sharing similar content, 

which in turn exhibits a strong signal representative of a larger 
conversation. 

 Second, Simmelian groups are likely to have a more 
limited repertoire of topics. Within self-categorization theory, 
depersonalization describes a process of self-stereotyping. 
This is where, within a relevant social category, “people come 
to see themselves more as the interchangeable exemplars of a 
social category than as unique personalities defined by their 
differences from others” [8]. That is to say, individuals base 
their beliefs, goals, and behavior as members of the group. In 
theory, this should elucidate clearer themes and terminologies. 

Third, despite a dataset dominated by English, densely 
connected triads naturally form in different languages. This 
amplifies conversations and communities that form in non-
English languages.  

 These qualities reduce the number of likely topics 
discussed and the range of terms used to describe the topics.  
In other words, down-selecting on Simmelian Backbones 
should increase central tendencies and reduce variance.  This 
should serve to clarify signal strength of any clustering that is 
to be detected by LDA or other NLP topic-modeling 
procedures. 

 The performance improvement of the filtering methods are 
measured by comparing the perplexity scores of the different 
methods.  A lower perplexity score indicates a clearer signal 
to noise ratio and a more successful filtration method. 

Method Mean Variance 

LDA on full tweet Corpus 1,348.3 325.6 

Iterative Gamma Filtration 936.4 2,456.3 

Simmelian Filtration 257.6 21.8 
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V. RESULTS AND ANALYSIS 
Traditional LDA was highly volatile with our data. As 

shown in Table 1, over 50 different random initialization 
points, the mean perplexity was 1,348.33 with a variance of 
325.58. This is partially because the initialization parameters 
change “the approximate optimizing solutions to LDA may 
converge to a different local optimal point for the same 
dataset” [10]. This problem was not ameliorated by using 
Correlational Topic Models, Variational Expectation Models, 
Fixed Variational Expectation Models, or Gibbs Sampling. 
The models were volatile to topic number, to initialization 
point (seed), and to cleaning and preprocessing decisions. 

We then ran 7 iterations of our Gamma Filtration 
Approach. This reduced our corpus to 7,874 tweets. While the 
top terms seemed qualitatively meaningful, this approach was 
not robust over changing seeds. This approach yielded a 
variance of 2,456.3. 

Figure 3: Original Network of User Interactions  

Figure 4: Simmelian Backbone of User Interactions 

 
Figure 5: Final Topic Model Showing Distinct Topics 

Finally, we ran the Simmelian Backbone algorithm on our 
dataset. We then took the 30 authors with highest degree, and 
verified that each were in our target population. Twenty-five 
of these 30 authors were relevant and were disseminating 
REMVE content. The remaining five authors were dropped 
for either being American or anti-fascist.  

 This technique was  highly successful at clarifying signal 
strength, and at revealing themes of core conversations. 
However, after reducing our final LDA model to only 933 
documents (Tweet-level), top terms were still volatile to 
changes in initialization point. Despite this limitation, the 
distribution of top topics across sequential k for a given seed 
was qualitatively more stable. Simmelian Filtration performed 
significantly better than Traditional LDA and Gamma 
Filtration, yielding an average perplexity of 257.6 and a 
variance of 21.8. 

The Simmelian backbone is also useful for further analysis 
of the social network of agents in the online discussion.  The 
Simmelian filter reduces complexity in the network.  Figure 3 
shows the original network of user interactions.  Figure 4 
shows the backbone network, revealing a central core network 
with satellite clusters. 

Our final model found high-degree, densely connected 
triads in English, Spanish, German, Dutch and French.  Figure 
5 shows topics from the final model that shows distinct topics. 

In a semantic hashtag network run over our full dataset 
(where each pair of Vertices V is a co-occurring hashtag 
within a Tweet), #nwo (new world order) displayed the 
highest centrality by most common centrality metrics [6]. It 
had the highest degree centrality, meaning that it was used in 
tandem with more hashtags than any other hashtag in our 
dataset. #nwo also had, by far, the highest betweenness 
centrality of any hashtag, followed by #newworldorder, with 
respective scaled betweenness centralities of 0.436 and 0.104. 
This suggests that the “new world order” conspiracy serves as 
a primary bridge for REMVE activists across European 
countries. The conspiracy theories denoted by #whitegenocide 
and #qanon were also highly central hashtags within our 
network. 

VI. CONCLUSION 
This paper presents a method for reducing noise and better 

identifying topics in online Twitter discourse.  The application 
of Gamma and Simmelian filtering reduces the perplexity 
score of resulting LDA topic models and qualitatively results 
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in more distinct topics. An extensive exploration of this 
method across different datasets is beyond the scope of this 
paper. We leave that for future research. Still, this method 
introduces a novel approach for improving LDA performance 
in social media data. 

There are several limitations to this study. This was 
focused on a single issue, REMVE content.  Future work 
should explore other content areas and possibly focus on the 
relationships between areas.  This study also focused on two 
methods of complexity reduction.  A comparison of additional 
complexity reductions may prove successful.  The approach 
laid out in this paper to use perplexity as a measure of success 
would be useful in a future comparison on approaches. 

Throughout this analysis, we were struck by how, at every 
level, conspiracy theories united disparate REMVE groups. 
There were many different centrality measures for networks, 
and the “new world order” conspiracy theory dominated many 
of them. These findings suggest that conspiracy theories are 
playing a significant role in uniting disparate REMVE 
communities across Europe. Conspiracy theories are serving 
as an international bridge between REMVE movements. 
Combatting REMVE may necessitate additional attention to 
the online communities where conspiracy theories incubate 
and spread. More research will need to be done to understand 
the overlap, interaction, and symbiosis of conspiracy theories 
and REMVE. Additionally, policymakers and intelligence 
communities may need to broaden the scope of what is 
considered REMVE, in order to effectively combat its spread. 

With the steady increase of social media use, it is 
important to develop better methods to identify relevant 
discourse online and contrast signals of relevant content from 
noise.  Micro-blogs, such as Twitter, present unique 
challenges for natural language processing due to the 
shortened length of documents, slang, and other issues.  This 
increases the need and importance of improved methods for 
content analysis.  This paper contributes to the literature in 
presenting a method of signal to noise amplification as well as 
an approach to compare different methods for improved 
performance in a social media/micro-blog context. 
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