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Abstract—The fast expansion during the recent years of on-
line social networks, such as Twitter, Facebook, or Foursquare,
is making available an enormous and continuous stream
of user-generated contents including information on human
mobility within urban context. In particular, online social
networks allows for the collection of geo-tagged data obtained
through the GPS readings of phones through which users have
the possibility to tag posts, photos and videos with geographical
coordinates. In this context, recommending the future position
of a mobile object is key for the implementations of several
applications aiming at improving mobility within urban areas.

The paper proposes a location recommendation approach
that exploits geo-tagged data on social networks. The approach
integrates user preference, sequential mobility and geographic
constraints. The recommendation task is formulated as a
similarity problem among the visiting and mobility profiles
of users, accounting the mobility sequentiality in the patterns.
Two ranking metrics are introduced to predict places the user
could like. The metrics are then combined into an overall
recommendation ranking function. The candidate locations are
then ranked according to the two similarity measures. The
experimental results obtained by using a real-world dataset
of tweets show that the proposed method is effective in
recommending unseen locations, outperforming representative
state-of-the-art approaches.

KeywordsLocation Recommendation, Online Social Net-
works, Sequential Mobility

I. INTRODUCTION

The extensive use of location-based social networks (LB

the future location to a mobile user is key for the implemen-
tations of several applications aiming at improving mobility
within urban areas (e.g., traffic congestion, location-based
advertisements, tourist recommendation paths). Accordingly,
the paper focuses on detecting mobility information from
LBSN and analyze such data to recommend new unseen
locations that could be interesting for a target user based on
the recent venues that she have been visited and on observa-
tions of users’ mobility behavior over some period of time.
The aim of location recommendations is to suggest a list of
venues fitting user personal interests within a geographic
area. In addition to its value for users, this information
is valuable for third-party companies to advertise products,
hotels, places, and to forecast service demand such as the
number of taxis needed in a part of a city.

LBSN-based recommendations are not only based on
preference and geography, but also on social relationships:
unvisited venues that friends have checked in may be useful
recommendations. Hence, recommender systems of new
places using social data try to improve traditional recom-
mender systems by considering two additional dimensions
beyond the usual preference dimension: social and geograph-
ical dimensions. Accordingly, importance of POl recommen-
dations has attracted a significant amount of research interest
and a number of approaches have been proposed in literature.
However, all these studies do not consider the influence of

sequential patterns of check-in locations on users’ check-

SNs) allows for the collection of huge amount of geo-taggedy, pehaviors, called mobility sequential influence hereafter,

data about people activities and costumes within urbagiough in reality human movement exhibits sequential
context, including human mobility regularities. According patterns.

to this view, social network users traveling and visiting a To overcome the limitation of current state-of-the-art

set of locations can prqduce a huge amount of geo'locat'(_)approaches, this paper proposes an approach exploiting both
data that embed extensive knowledge about human dynamigg q,ential mobility and user preference in the recommenda-
and mobility behaviors within urban context. _ tion task. The recommendation problem is formulated as a
The work presented in the paper aims to analyze the timgjmijarity problem among the visiting and mobility profiles
and geo-referenced information associated with online postss ysers. Actually, the recommendation function is a linear
to detect hot destinations and typical travel sequences andmpination of user preference similarity and sequential

discover common behavior, i.e. patterns, rules and regulag;,ophility similarity. The candidate locations are then ranked
ities in moving trajectories. In this context, recommendingaccording to the similarity measure. In particular, given

a useru, a ranking score is computed far across all
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the unvisited locations. A recommendation list for user IIl. PROBLEM FORMULATION AND DATA MODEL

u is produced by selecting the tafy locations with the A recommendation problem is generally defined as the
highest ranks. The experimental evaluation performed oRyroplem aiming at predicting values for unrated content, and
a real-world dataset of tweets shows the effectiveness qfsing those predictions to rank items as recommendations.
the proposed approach that outperforms some of the most The aim oflocation recommendatioris to suggest a list
commonly used baseline recommendation policies. of venues fitting user personal interests within a geographic

The rest of the paper is organized as follows. Sectiorgrea.

[ overviews related works. Sectidnllll formulates the ad- |BSNs present unprecedented large-scale check-in data
dressed problem and describes the data model. The metho@- describe users’ mobile behavior in spatial, temporal,
ology proposed to recommend new locations is introduceénd social aspects. Previous research exploited check-in
in Section[IV. The experimental evaluation performed onpreferences and social friendships on LBSN for location
a real-world dataset of tweets collected in London city isrecommendation. Among existing work, the mobility paths
reported in Sectiofi V. Finally, SectidolVI concludes thetypically travelled by users have not been explored for
paper. recommending locations.

Based on the above observation, the work proposed in
this paper introduces a novel approach for location recom-
mendation exploiting typical patterns usually travelled by
users also considering spatio-temporal features about the

Il. RELATED WORK

A branch of recent research starts learning a user’s in

Specifically, [4], [7], [8], [9], [L1] deposit people’s location 561ty to design more advanced location recommender
histories into a user-location matrix where a row correspondg stems on LBSNs

to a users’ location history and each column denotes a venu We express the problem in terms of a generic location-

like a restaurant. Each entry in the matrix represents thg,qeq social network (could be Facebook, Gowalla, Twitter)

number of visits of a particular user to a physical venue, i geo-tagged posts to which we refer with the generic
Then, a user-based collaborative filtering (CF) model isterm check-ins. defined as follows:

employed to infer a user’s interest to an unvisited venue. Definition 1: Check-in. A check-in ¢ is defined as a
However, the similarity between two users is simply repre-mp'e ¢ = (u,1,t) whereu is the user that checked-ih,a
sented by the Cosine similarity between the two users’ rows,4tion from where: has been posted, andis the time at
overlooking the features of human mobility in geographicwhich ¢ has been published.

spaces, such as sequential and hierarchical properties OfAccordineg, we represent a LBSN as a set of check-ins
locations. To better estimate the similarity between usersy posted by a set of usetsfrom a set of locationg within
Zheng et al.[[11] proposed a hierarchical-graph-based simiy given geographic region.

larity measurement taking the human mobility features into |, 5 dayd a useru might visit one or more locations
account. The location recommendation system using the US€lithin a given geographic region. We refer to such move-

similarity outperforms those using the Cosine similarity. | ants as paths, defined as temporally ordered sequences of

Pham et al.[[6] find user and item clusters in socialp|aces visited by users. In the following we refer to the
networks and use such information to enhance CF methodgarms paths or travel routes interchangeably. For each user

Random walk has also been exploited for recommendationye compute his daily paths, formalized as follows:

Yildirim and Krishnamoorthy([10] build a graph of items,  pefinition 2: Path. A path is a spatio-temporal sequence

in which each link is weighed by the similarity of its two of visited locations by a user according to temporal order
owner items. Given a user u who has rated a set of itemgyring the same day.

I, random walks on this item graph are adopted to find the Pu = Vauly — Val, — -+ — Vul
items similar to I. In order to guarantee the connectivity of o yisit v, to a location! is characterized by: (i) a user
the item graph, two items are linked with a small weight,, who visits the location, and (i) a sequence of check-

even if the similarity is not computable. This approachins {¢,, ... ¢,} thatu posts inl before moving to another
makes the method unsuitable for large datasets. Konstas gfgce.

al. study CF methods on a music social network to predict

music playcounts[]3]. They create a heterogeneous graph IV. THE RECOMMENDATION APPROACH

containing users, music tracks, and tags, and show that Recommender systems are widely used and they have
a random walk on the graph outperforms traditional CFbeen studied in research quite extensively. The most popular
methods. Their technique is tailored for music data and it isspproach in recommender systems is that of collaborative fil-
not applicable in our problem. tering, where recommendations are created based on whether
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a user has purchased a product in the past and on whethemks.
she liked it or not. Using the past behavior of a user, According to Equatior{]2, the overall recommendation
new recommendations are created based on the similaritycore is then computed as the linear function of the user
of users or the similarity of products (items). While thesepreference similarity score and the path similarity score:
algorithms can be adjusted to the problem of recommending
new locations to users, by taking into account previous user UPSR(u,l) = rankypr(u,l) + rankpsr(u,l)  (3)
check-ins, S|gn_|f|cant information !|ke the distance of th(_a The following of the section describes the two policies
proposed location to the user neighborhood or the soma'g R and UPR that compose the pronosed recommendation
interaction between the user and those users that have visite P prop

) . . Strategy.
this location are ignored.

The rich data about past user behavior that is traced by th®. Path similarity-based recommendation
LBSN differentiates the problem significantly from its tra- The user current location is key for the recommenda-
ditional settings. The spatial and temporal nature in the pasfon process: it indicates a spatial constraint for generating
user behavior and also the information about the user sociaécommendations as people are more likely to visit nearby
interaction with other users, provide a richer background tdocations than distant ones. Furthermore, the current location
build a more accurate recommendation model. could also influence user preferences. For example, travel-

There are two main approaches that have been proposedling to Rome venues like museums or archaeological sites
the literature: similarity-based and graph-based approachesould have a high recommendation rank, even though the
In this work we propose a similarity-based approach thauser typically prefers sports events. Another key aspect to
incorporates user preferences, social influence, sequentialitponsider when designing a recommender is that, due to the
mobility information and geographical influence to generatesequential property of locations, a user’'s current location
recommendations. The approach is based on a recommendifects future travel decisions. For instance, the majority of
tion policy that integrates sequential mobility, as expressegbeople visiting Trevi Fountain will subsequently travel to
by the movements of Twitter users, with the preference andPantheon, or a restaurant recommendation may be appropri-
attitudes of users towards a location. The strategy, referredte after being at the theatre. Discovering these sequential
to asUser Preference and path Similarity Recommendatiorrelations and incorporating them into recommendations is
(UPSR), combines users similarity in the way they visit key.
locations and modeled in thgser Preference Recommen-  Accordingly, we introduced a policy referred to Bath
dation (UPR)policy, with the similarity in the way they similarity based recommendatiofBSR) [2] in which we
move among such locations, modeled in Bagh Similarity = model the sequential relation in visiting locations by mining
Recommendation (PSRplicy. the paths travelled by users and exploiting spatio-temporal

A ranking function is then used to determine the extend tadynamics in the flows between venues so as to capture the
which a given uset: could be interested to visit an unseen factors that may drive users’ movements. The rationale of the
locationi. The general formulation of the ranking function proposed approach is to recommend the next location visited

is as follows: by exploiting historic data, like the sequence of locations
S visited in the past as expressed in the geo-coordinates of

rank(u, 1) = iy sim(u, ug).s(uy, 1) 1) tweets. Thesg sequences to which we refer. to as mpblllty

’ Z;ﬁl sim(u, uj;) traces or trajectories or paths are not explicitly available

rom Twitter posts, thus, ad-hoc methods have to be defined.
n the faced setting, since there may be millions of distinct
check-in locations in an LBSN, this task is even more
complicated as the location prediction space is rather big.
As a consequence, to guarantee satisfactory performance

we focus on a subset of data that is particularly relevant

users, different similarity measures can be used. Cosin :

N . ;7 Tor the analyses we want to perform. We constraint the

similarity can be effectively used to measure the similarity . . ; :
candidate venues to the set of locations in the city from

between two users. Therefore, the ranking function can be L
. i Where a significant number of tweets have been posted. To
rewritten as follows:

this aim we extract and analyze frequent mobility patterns
Z?ll cos(u, u;).s(u;z,1) to improve location prediction. To determine the mobility
o (2)  patterns, different mobility models can be used. In the
Zj:l cos(u, u;) following a set of definitions characterizing the different
Given a userm, a ranking score is computed faracross  typology of mobility regularities are introduced.
all the unvisited locations. A recommendation list for uger Definition 3: Mobility Pattern of a user. A mobility
is produced by selecting the top K locations with the highespattern or a frequent travel route (or frequent path) of a

where the predicted score of u for the location | is define%
by the average rating of other users on the location,
denoted as(u;,1), weighted by their usage similarity with
u, denoted asim(u, u;)

To measure the similarity between the profiles of two

rank(u,l) =
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useru is a sequence of locations frequently visitedibin ~ the union of the personal personal mobility patterns of all
a consecutive temporal order, with a frequency no smallethe users (the cumulative patterns) and the crowd mobility

than a minimum suppow,,,;: patters. We refer to such patterns alsacaliectivemobility
MPy = Vigute — Vii,uts — - -+ — Vigu,t, (S) patterns.

with MP,, C Py, t; < t;4+1, and whereP,, is the set of paths MP = CMP Y MMP

travelled byu, s is the percentage of paths of usershat The PSR policy can exploit one of the above introduced

contain the patternsIP,, with s > syiy. mobility patterns model to account sequential mobility;

We adopt a two-phases approach for mining popular travetlearly, its accuracy can vary according to the mobility
routes: (i) the first phase consists of applying sequentiamodel chosen.
pattern mining on the location sequences; (ii) the second one To estimate the interest of a userin a given unseen
consists of extracting the maximal frequent sub-sequencdecation ! we consider a set of paths the userfollows
from all the frequent sequences mined. This second stepot including location/. We then consider the other users
is necessary in order to ensure that trajectories with largéhat followed at least a path including locatianf the path
segments in common are not reported simultaneously.  history profile of usew is similar to most of the path history

To this aim we propose an algorithm that extends theof such other users, then the probability that userould
well-known PrefixSpari|5] algorithm to obtain only maximal be interested i is high.
frequent patterns. For each usew we consider her path history based on

Different formulations of mobility patterns are introduced, the paths that. has travelled along with the corresponding
based on whether one is interested in collective or individuahormalized frequencies of travels:
mobility analysis, exploiting, respectively all the trajectories phy = (fu p,, fu,pss s fu,p,)
or a subset of them for the study.

Definition 4: Personal Mobility Patterns (PMP): are The normalized frequency of taking a path by a user is
mobility regularities of a specific individual obtained by expressed as the number of times that a given paih
considering only its past travel routes. The set of mobilitytravelled out of the travels that have been done along all the
patterns of a given usar, is the union of all its mobility paths:
patterns: fop = tup 4)
PMPy = Ui—1. n, MP.(i) where Np is the overall 7 2221 bu,ps
number of mobility patterns of..

Definition 5: Cumulative Mobility Patterns (CMP):
are the union of the personal mobility patterns of all the
users. First mobility behaviour for each user are mined by Z?;l co8(phu, Phu;) - fu; p
exploiting only its mobility history, then all the individual rankpsr(u,l) = S cos(phu, pha, ) (®)
models are merged and exploited for the prediction. J:_l e
CMP = U,_, x, PMP, where Ny is the number of B. User preference for a location
distinct users. User preference towards a locatibis measured accord-

Definition 6: Mass (Crowd) Mobility Patterns ing to the visit similarity with other users.

(MMP): are obtained by considering the trajectories of The metrics referred to abllser Preference similarity
all the available users to detect global behaviors based oRecommendation®JPR), accounts users similarity accord-
the assumption that people often follow similar movementing to the way they visit locations. A basic assumption in
patterns. Thus, are patterns that are classified as frequelotation recommendation is that similar users have similar
because are common to several people. In fact, a globalreferences on locations. This assumption is actually taken
routine, instead of representing the systematic movement dfom the collaborative filtering world, which applies the
an individual, represents a common behavior of the crowdcollaborative filtering method directly over the venues.
MMP = vij uty — Viaty — -« — Vit (S) To estimate the interest of a user u in a given location
with MMP C P, t; < t;4+1, and wheres is the percentage of | we consider the set of other users that visited the same
overall travel routes that contaiiP,, with s > s,;;,. The location | and compute the similarity of u to such users.

The ranking function to measure the similarity between
the visiting profiles of two users is expressed as follows:

overall mass mobility patterns are as followsIMP = If u is similar to most of these users, then there is a high
Ui:l...NM M M P; whereN,, is the overall number of mass chance that u will be interested in location | too. For each
mobility patterns. user u we extract her location visiting history based on the

Definition 7: Hybrid Mobility Patterns (HMP): ex- locations that u has visited and their visiting normalized
ploits personal and crowd mobility patterns. frequencies. Accordingly, the visiting history of user u is
HMP =PMPJMMP represented as the following vector:

Definition 8: Region Mobility Patterns (RMP): the  vhy = (fu1, fuys s fu,)
overall mobility patterns of a geographic regidi are
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The visiting normalized frequency of a user to a location the ones of the rest of the users that already visited
is expressed as the number of times that a given location also location |, then there is a high probability that u

at timet is visited out of the visits that have been done
all the locations in the data set.
Vu,l

in will visit in the same way location |. To this purpose,
each location is represented by its visit history, a vector
that maintains for each user the normalized frequency

fu = Z]_“;l Va, (6) of visits to the location Ivh; = (fy, 1, fu, 1, -, fu;,1). In
, , o . this case the scoring function is as follows:
The ranking function for this policy is as follows: 0L cos(vhy,vhi)). fu
TankLSR(u’ l) = S cos(uhl.u]hl )
om . J= .
Zj:l c08(Vhoy, Vi ). fu; i the K new locations with the h|ghést scores are returned
TankUPR(ua l) = Znu (7) th ded
1 cos(vVhy, vhuj) as the recommended ones.
V. EXPERIMENTAL EVALUATION o Spatial Distance based recommendation (SDR)is
_ ) _ policy is based only on the spatial distance of an unseen
In this section, we report the main results of the exper-  |ocation | to the locations that have been previously

imental evaluation performed to assess the effectiveness of visited by a user denoted &5, . The ranking function

the proposed method.

A. Twitter dataset

The geo-located data mined in this work is a dataset of
tweets tagged with GPS location within the boundaries of
the city of London, one of the top three cities by number of
tweets. The dataset consists of 7,424,112 tweets issued by
292,195 mobile users in 6,098,148 distinct locations, during
a period of six month started in June 2013 and ended in
November 2013. We built a multi-threaded crawler to access

is as follows:

rankspr(u,l) =1 —mingcc,, dist(l,1;)

withl1e £\ L,,.

We determine the distance among two GPS points,
expressed as latitude and longitude coordinates, by
using the Haversine distance. The Haversine distance
formula is an equation giving great-circle distances

(that is, the shortest distance over the earth’s surface)
between two points on a sphere from their longitudes

and latitudes:

the Twitter Streaming API. The crawler collects the tweets dn(l,1;) = 2rarcsind  with

filtered by location and processes the results to obtain a
dataset in which each entry is a tweet that includes the ID of

lo"li —long

lat;. —lat
d= \/sinz(%) + cos(lat;) cos(laty, ) sin?

the user who created the tweet, the timestamp and the GPS ~and wherer = 6,371 Km is the earth’s mean radius.
coordinates of the tweet. The dataset represents a sequence First-order Markov Chain (FMC) This method, pro-

of daily snapshots, with an average number of tweets
day greater than 40,000.

B. Evaluation methodology

per posed in many works like[[1], is the state-of-the-art
personalized successive POl recommendation method.
It is based on a matrix factorization method to em-
bed the personalized Markov chains and the localized

This section describes the evaluation methodology used by ~ regions. However the approaches implementing such
introducing the performance metrics and the baseline models method derive the sequential probability of user u to

against which the proposed approach is validated.
1) Baseline recommendation policieso show the effec-

new location based on only the latest visited location
in the sequence.

tiveness of the proposed approach, a set of state-of-the-arte PSR[2]. This metrics accounts only the sequential
recommendation methods have been used for performance mobility influence for location recommendation.
evaluation comparison. Since the main factors contributing

to the unified recommendation modéPSR are sequen-
tial mobility, user preference and geographic constraints,

2) Performance metrics:To perform the evaluation of
(Jape proposed approach, we divide a user’s location history

number of reference related approaches are used as basellj two parts: we select the location history generated il

models for evaluation comparison. The baseline models
listed below.

o User similarity based recommendations (USRJith
this model only user preference is used for recomm
dation as expressed in Equatidn 7.

o Location similarity based recommendations (LIRjs

policy is based on the way a location is typically visited

ard given timet,,s; as a test set and we use the rest of
the users’ location history as a training set to learn the
users’ preferences. We regard the venues that a user has
en\_/isited till the timet,,s; as the ground truth and match
the recommended locations against these venues. The more
recommended locations truly visited by a user in the test
city, the more effective the recommendation method is.

by users. Given a location | not already visited by user Ve consider the minimum bounding box of all the visited
u, if the way user u visits other locations is similar to locations in the ground truth to simulate the geospatial

Ihttp://semiocast.com/

range that would be specified in the users’ recommendation
request. Based on the ground truth and recommendations,
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we are able to asses the effectiveness of the approach liydividuals (PMP patterns) and the ones of the collectivity

computing accuracy and prediction rate metrics: (cumulative and crowds patterns). In fact, the use in RMP
. Prediction Rate it is the percentage of successful Of collectivity mobility knowledge strongly increases the
predictions. prediction rate since almost all the requests have a predic-
Prediction Rate -LredictionsDone tion. All the mobility models including collective routines
o Predictions Requested L . .. . .
« Accuracy it is the fraction of the correct predictions achieved a good prediction rate, like the hybrid and the
over the total number of successful predictions. crowd models, while the models using personal routines
Accuracy Cgrrectbredictions achieved the lowest results in terms of prediction rate.

Overall, the region mobility model achieved the best
In particular, we compare the different ranking strategied€rformance: even if its accuracy is slightly lower than the
when using different recommendation list siz§s In this personal mobility model the advantage in terms of prediction

case, we successfully predict the recommendation if we rani&teé makes this model largely better than the others. In the
a location in the top-K places. rest of the experiments the region mobility model RMP will

Each of these metrics is then averaged over all targep® used in the proposddPSR recommendation strategy.
locations in our evaluation set to measure the performance

of the different recommending policies. o 4 —emuw

C. Results L,E:iZEz.-' 5 s e e g
1) Effectiveness of the approactEigure[d shows the “zjg - —e--ume

accuracy achieved by the recommendation approach with 2 om0 e

respect to the prediction list size when using different = o030

mobility models. As expected, the personal mobility model ﬁfﬁ

(PMP) provides more accurate predictions. Nevertheless, the 000 - I

mobility implemented by the region mobility model (RMP) List Size

got a remarkable accuracy particularly evident for larger list
size. The collective mobility model (CMP), which exploits Figure 2. Prediction w.r.t. List Size, when using differentbitity models.
all the personal patterns, got the lower accuracy, especially
for small list size, on average is about 15% less than the 2) Comparison with baseline modelgigure[3 and Fig-
personal and region strategies. The crowd mobility approacHre[4 show how the performance of the different approaches
(MMP) is on average 5% more accurate than the collectivé/aries with the recommendation list size.
model but its accuracy is substantial lower than the personal The proposed method outperforms baseline approaches
model even if it improves with the list size. The hybrid significantly. Figure[3 shows that the accuracy increases
mobility model (HMP), as expected, achieved an accuracyvith the number of recommended locations for all the
slightly worst tharlUPSR since it does not take into account policies. However, they achieved a quite different trend, as
the collective mobility routines (CMP), and it improves the summarized in the following.
accuracy compared to the collective model. LSR drops behind all the other methods. This outcome
indicates that item-based CF is not an effective approach
100 since venues in LBSNs may not have been visited by
. sufficient many users and, thus, the computed similarity
Y between two locations may not provide a good clue to decide
g - a—-yvp whether a user likes a location. The policy LSR got the
S e OMP lowest performance also in terms of prediction rate, showing
030 the benefit of exploiting other than user’s location history
ETS also visiting similarities with other users and social relations
' ‘ ‘ ‘ ‘ among them.
o e USR and SDR perform poorly because they do not
make use of sequential information. Those results show
Figure 1. Accuracy w.r.t. List Size, when using different riiobmodels. ~ that the conventional recommendation algorithms, which
mainly exploit the user preference, are not effective for
From Figure[® is evident that the mobility model imple- recommendation in LBSNs since they don’t exploit neither
mented by the region mobility model (RMP) outperforms spatio-temporal information nor social relationships. The
the other models in terms of prediction rate: the pattern®utcome highlights the advantage obtained by considering
extracted by RMP represent all the possible mobility routinesnto the recommendation model the sequential relation in
of a given geographic region, both the ones specific to theisiting locations as expressed in the paths travelled by users.

0.80 -

0.70 i B
7060 8

=l o

0.00
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It is woth noting thatUPSR exceeds both USR and SDR
not only because it accounts sequential mobility but also
because is more capable of modeling a user’s preferences
through the proposed UPR model.

SDR does not exploit user preference neither takes into
account sequential mobility, for this reason is outperformed
by almost all the other methods. 010

The relatively high performance of the proposed model, - 0 0 5 % 100
FMC and PSR methods demonstrates that the sequential List Size
information plays an important role in location recommen-cio e 4.
dation. However, that is not the only factor highly impacting approaches.
on the recommendation effectiveness as it is confirmed by
the results showing thaiPSR outperforms both FMC and
PSR. patterns usually travelled by users and the spatio-temporal

The main limitation of the FMC approach is that it models features characterizing the movements among locations.
the sequential influence by utilizing only the latest visitedThe recommendation problem is formulated as a similarity
location in the check-in sequence of a user to derive heproblem among the visiting and mobility profiles of users.
visiting probability to new locations. As a result, it does The candidate locations are then ranked according to the
not take full advantage of sequential patterns in locatiorsimilarity measure. In particular, given a user u, a ranking
recommendations, since it ignores the impact of the earliescore is computed for u across all the unvisited locations.
visited locations in the sequence on the new likely visitingA recommendation list for users u is produced by selecting
locations. Thus, FMC returns the most inaccurate venues ithe top K locations with the highest ranks. A dataset of
terms of accuracy and misses most venues actually visiteiveets collected in London city from January to June 2013
by target users in terms of prediction rate, as depicted ithave been analyzed. The experimental results have shown
Figured 8 andl4. that the proposed method is effective in recommending new

The improvement brought byYPSR on PSR is also due places achieving remarkable accuracy and prediction rates.
to the more accurate user preference model implemented.
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