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Abstract—Aggressive behaviors are triggers of personal in-
juries and homicides in modern cities. Their origin is multicausal,
but some phenomena, such as agglomerations and alcohol use,
exacerbate these events. Understanding how the occurrence of
aggressive behaviors is spatially and temporally distributed in
cities will potentially allow making better governmental policies
to mitigate them. Traditionally, the occurrence of aggressive
behaviors in cities results from an aggregation of the reporting
count of this kind of event over some range of time. Recent
work suggests that this counting pattern can be obtained from
a combination of independent sources of aggressive behavior oc-
currence. This paper explores the existence of underlying shared
sources of activity in the occurrence of aggressive behaviors in
the city of Bogotá, Colombia, by using source decomposition.
Our results suggest that these behaviors are related to consistent
and reproducible independent sources of the activity through
different spatial scales in the city Bogotá.

Index Terms—Aggressive behaviors; crime; matrix factoriza-
tion; patterns of crime; crime data mining.

I. INTRODUCTION

Aggressive behavior is an individual or collective social
interaction with a hostile behavior with the intention of
inflicting damage or harm [1], [2]. These social events are
significant triggers of personal injuries and homicides in
cities [3]. Therefore, they represent a fundamental problem in

Supported by Bank of National Investment Programs and Projects, National
Planning Department, Government of Colombia (BPIN: 2016000100036)

the design of safety and health public policies [3]. Different
studies suggest a multicausal origin of aggressive behaviors
linked mainly to individual and environmental features [4]–
[6]. For instance, citizens agglomerations, excessive alcohol
consumption, and a history of family violence can exacerbate
these events [7]. Understanding the dynamics associated with
the appearance of aggressive behaviors in cities from a spatial
and temporal perspective will potentially allow better policies
to reduce them and mitigate their effects.

In quantitative criminology for large cities, aggressive
behaviors are commonly studied by using spatio-temporal
occurrence records of these events [3], [4]. Particularly by
measuring the occurrences as counts of events at specific
temporal scales, for example, weeks, days, months, and a
particular spatial scales, for example, blocks, neighborhoods,
localities, states, and others. This strategy has identified several
patterns of occurrence of these crimes over time, for instance,
discovering crime trends and to make short-term forecasting of
crimes [8], detecting crime hotspots from raw crime data [9]
and others [10]–[12]. More recently, it has been suggested
that these patterns of occurrence may emerge from a linear
combination of independent sources of crime [13]. This finding
represents evidence pointing to the existence of ”independent
sources” of activity underlying the occurrence of aggressive
behaviors in large cities, which can be understood alternatively
as latent factors with common temporal occurrence patterns
shared across different spatial units. This approach has recentlyIEEE/ACM ASONAM 2020, December 7-10, 2020
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been used for the analysis of time series associated with
crimes in the city of Sao Paulo, resulting in the identification
of particular spatial patterns of interest in the occurrence
of crimes [13]. Importantly, the existence of these patterns
may be related to environmental and ecological features, as
hypothesized by modern theories in criminology, for instance,
the routine activity theory [14]. Nevertheless, despite the
importance of this pattern, their robustness and consistency
of these patterns across different spatio-temporal scales are
still poorly understood for the crime dataset.

Aggressive behaviors are a result of social problems re-
lated to the absence of education, domestic violence, bad
affective family environment, and in general, corrupt socio-
cultural practices [15]–[17]. For instance, in Colombia, many
people have been victims of aggressive behaviors, including
domestic violence, terrorism, hooliganism, or get physically or
psychologically injured [18]. Notably, in Bogotá, the capital
of Colombia, even if the number of homicides (per 100000
people) is decreasing during the last ten years, the number
of aggressive behaviors events keeps growing [19], [20].
Therefore, understanding the spatial and temporal patterns of
occurrences of these incidents represents a critical challenge
for decision-makers from the local government in Bogotá.
For this reason, this paper proposes exploring a source de-
composition strategy of counting the occurrence of aggressive
behaviors in the case of the city of Bogotá, Colombia, during
the range of years from 2014 to 2018. We aimed to study the
existence, robustness, and consistency of these patterns across
multiple spatio-temporal scales, which may potentially enable
decision-makers at citizen’s security departments a rational use
of limited resources and develop more effective strategies for
crime prevention and mitigation.

II. MATERIALS AND METHODS

Figure 1 illustrates the proposed method. First, the crime
data was preprocessed to reduce the internal variability of the
data II-A. The dataset information was aggregated by count-
ing incidents in two different spatial scales and a particular
temporal scale. After that, data was decomposed into Spatio-
temporal components by using five different methods (single
and group-level analysis); see Section II-B and II-D. Finally,
the similarity between different factorization algorithms was
estimated.

A. Data acquisition and preprocessing

A total of 3.024.784 reports of aggressive behaviors were
collected in the Unique Number of Security and Emergency
(Número Único de Seguridad y Emergencia - NUSE) system
from 2014 and 2018 years in the city of Bogotá. This infor-
mation contains the details and nature for each incident and
its spatio-temporal location. This data set was preprocessed
by using the cleaning methodology suggested by [21]. This
step included: merging dataset, rebuilding missing data, data
standardization and normalization, records de-duplicate, and
enrichment data. After the cleaning process, a new dataset with
2.268.394 records was consolidated. Additionally, localities

and planning units zones (UPZs for its acronym in Spanish)
were used as spatial scales [22]. Therefore, these spatial
entities were used to aggregate by counting the daily reports
of aggressive behaviors within the range of time from 2014
to 2018. Finally, time series of occurrence of aggressive
behaviors were globally normalized to zero-mean subtracting
the general average.

B. Matrix decomposition algorithms

In linear algebra, a matrix decomposition or matrix fac-
torization methods are a set of strategies that decomposition
a matrix into a product of two lower dimensionality sub-
matrices [23]–[25]. There are several methods to do a matrix
decomposition [23]–[25]. In general, a matrix factorization can
be considered an approach to split a matrix into its constituent
parts that make it easier to calculate more complex matrix op-
erations [26]. Another point of view to understand the matrix
factorizations is the idea to discover the latent factors from the
data matrix [26]. This last perspective is the approach used for
the following analysis. To investigate robustness five different
algorithms for matrix factorization were explored in this work:
independent component analysis (ICA) [27], Tucker decom-
position via Higher-Order Orthogonal Iteration (HOI) [28],
CANDECOMP/PARAFAC decomposition via alternating least
squares (ALS) [28], Nonnegative PARAFAC/CANDECOMP
(CP) decomposition [29] and Nonnegative Tucker decomposi-
tion [30].

1) Independent component analysis (ICA): ICA is an exten-
sion of the principal component analysis (PCA) method [27].
PCA solves the optimization problem in the covariance matrix
of the data, and this one represents a second-order statistic,
while ICA optimizes higher-order statistics such as kurto-
sis [28]. PCA finds uncorrelated and orthogonal components
that maximize the representation of variance in the data,
while ICA finds components statistically independent [28].
ICA technique can be considered as a blind source separation
technique, that means, there is a signal which is resulting from
a linear combination of many independent sources [29]. The
topic of separating these mixed signals is called blind source
separation (BSS). The blind term is related to the fact that the
source signals can be separated even if little information is
available from the nature of the source signal [?], [29].

2) Tucker decomposition via Higher Order Orthogonal It-
eration (HOI): The Tucker decomposition is a form of higher-
order PCA. Tucker algorithm decomposes a tensor into a
core tensor multiplied (or transformed) by a matrix along
each dimension [31]. Thus, each of these matrices (which
are usually orthogonal) can be thought of as the principal
components for each dimension inside the original matrix [31].

3) CANDECOMP/PARAFAC (CP) decomposition via alter-
nating least squares (ALS): CP decomposition factorizes a
tensor into a linear combination of rank one tensors. The
Alternating Least Squares (ALS) algorithm [32], [33] is one of
the most famous and commonly used algorithms to solve the
tensor factorization, which updates one component iteratively
at each round, while holding the others constant [32], [33].
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Fig. 1. Proposed method. First, the crime data was preprocessed to reduce the internal variability of the data. The dataset information was aggregated by
counting bases of two different spatial scales (UPZ - unity of zonal planning and localities - groups of neighborhoods) and a defined temporal scale (days).
The data was decomposed into Spatio-temporal components by using five different methods (single and group-level analysis). Finally, the similarity level
across different factorization algorithms was estimated.

4) Non-negative matrix factorization: This approach con-
straints the matrix factorization algorithms to products of two
matrices W and H, with the property that all three matrices
have no negative elements [31]. This kind of algorithm has be-
come popular strategies because of its ability to automatically
extract sparse and easily interpretable factors [31].

C. Matrix decomposition in the crime context

Given that the reports of crime in the cities traditionally
are estimated from the aggregated counting of these kinds
of events, then it can be considered that this aggregated
counting variable may have emerged from a combination of
independent latent factors of crime in the cities. For applying
these techniques to the criminal context, the following
approach was used:

Let Anxm a variable which represents the level of
occurrence of aggressive behaviors in a particular city with n
is the number of spatial units and mis the number of temporal
units to describe the crime. A matrix factorization methods
over this variable A can be applied in order to identify
clusters o latents factors of spatial units with independent
temporal behaviors in the city of Bogotá, Colombia. UPZs
(Unidad de Planeación Zonal - Units of Zonal Planning) and
localities (groups of neighborhoods) of Bogotá, Colombia,
were the spatial scales used in this analysis.

On the other hand, days of years were also used as temporal
scales. In particular, using 117 spatial unites (UPZs) for
Bogotá, and using the years as temporal scale, the variable
Ahad this form A117x365. When was used localities as spatial
scale (19 localities, Sumapaz locality was discarded) and years
as temporal scale, the variable A had this form A19x365.
Finally, to determine the best number of components, the level
of reproducibility was computed for each case (year by year).
Nineteen different numbers of components were validated
(from 2 to 20 numbers of components). It is important to note
that the number of components is related to the assumptions
of the number of latent factors expected.

D. Group level analysis

Based on the results of the previous analysis, it was com-
puted by a group matrix factorization analysis to identify the
common behavior at the group level during the whole temporal
variable. This kind of analysis was inspired by the group ICA
analysis traditionally used in the neuroscience field [34]. In
particular, the matrix A introduced in the previous section was
concatenated over the temporal scale for each year. Thus, a
new Btxm variable is introduced here, where t is the temporal
variable resulting from the temporal concatenation for each
year. Then, this B grouped variable was used as an input in
the matrix factorization analysis for each algorithm.

III. RESULTS

Figure 2 shows the similarity among components (average
across matrix factorization methods) when different numbers
of components were used for the matrix factorization analy-
sis at years and group level. As observed, five components
produced the highest similarity level at the group level from
2014 to 2018 (absolute Pearson correlation coefficient = 0.818
among components). When comparing components across
methods in a single analysis, five components also showed the
best similarity between 2016 and 2018. Moreover, 2014 and
2017 achieved the best similarity using the fourth component.
Finally, 2015 produced the maximal similarity level using six
components.

Figure 3 shows the mean spatial pattern when five compo-
nents at the group level were explored by using two different
spatial scales (localities and UPZs). Kennedy emerged as a
particular and isolated latent factor, see plots C in Figure 3
(top). Moreover, the localities of Bosa, Kennedy, and San
Cristobal share temporal behavior in certain ways; see plot D
in Figure 3 (top). Additionally, localities such as San Cristobal,
Usme, Ciudad Bolı́var, Bosa, Kennedy, Engativa, and Suba
also seem to share a temporal behavior of aggressive behavior
B plot in Figure 3 (top). Kennedy, Engativa, and Suba also
belong to the same grouping level, see A plot in Figure 3
(top). Finally, Figure 3 (botton) represents the same results as
Figure 3 (top), but using UPZs like spatial scale.
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Fig. 2. Similarity level versus the number of components across years (single and group level analysis). Five independent components produced maximal
similarity level among years (group level). During 2016 and 2018 five components also produce the maximal similarity level cross factorization algorithms.

A. Discussions and Conclusions

This work explored the possibility to characterize common
temporal behaviors in the occurrence of aggressive behaviors
at different spatial scales in the city of Bogotá (Colombia).
Main hypothesis here was that a mixture of independent latent
factors of occurrence of aggressive behaviors produces the
quantifiable measure of this phenomenon. Results suggest
that there are common patterns of temporal occurrence of
aggressive behaviors shared across different spatial units. Re-
cent evidence showed that crime patterns persistently change
through several spatial units in the cities [35], [36]. These
changes are tightly related to the kind of crime event, the
social conditions, organization of crime and other causes [37].
Many studies have been trying to identify these complex
relationships among crime occurrences and socio-economic
variables [35], [38]. Our result for the spatial pattern analysis
(see Figure 3) tried to understand how the spatial pattern
of crime, in particular aggressive behavior, emerges across
several localities in Bogotá city. Five latent factors seem
to underlie this kind of crime event. Even if this work
is not possible to infer what variables correspond to these
latent factors, previous works have shown that this kind of
approach produces consistent results in the identification of
spatial patterns of crime in the cities [35]. Several independent
components identified in Figure 3 show localities in Bogotá
which have similar socio-economics and cultural aspects. For
instance, components B, D and E in Figure 3, shows that
localities such as Bosa, Kennedy and Ciudad Bolivar share
a pattern of occurrence of aggressive behavior from 2014
to 2018. This aggregation level correlates with the fact that
these three localities are the most poverty localities in the
city of Bogotá according to the unmet basic needs percentage
(NBI - Necesidades básicas insatisfechas, by its acronym in
Spanish) [39]. Additionally, components A, B, E show that
localities such as Engativa, Suba and Kennedy are inside the
same aggregation level. This evidence correlates with the fact

that these localities are some of the most dense spatial unities,
as well as, these are some of the least green areas (measured
as the number of trees inside them) in the city of Bogotá [40],
[41].
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recursos localidades (documento técnico),” 2020.
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