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Abstract— Formality analysis is a very important task in 

natural language processing because formality is a dimension of 

linguistic variation that language users draw on strategically to 

achieve effective communications under different situations. 

However, to our best knowledge, there has been no research that 

conducts formality prediction with deep learning techniques. 

Most existing work captures formality with statistical methods 

based on lexical features and human perception of formality. To 

fill in this gap, our work focuses on automatic text formality 

prediction with deep learning methods. In this paper, we 

proposed two deep learning models, Formality-LSTM and 

Formality-BERT, for formality prediction that do not need 

feature engineering. Formality-LSTM is a LSTM-based deep 

neural network that takes the text and corresponding part-of-

speech tag as inputs and outputs the formality score. Formality-

BERT is a BERT-based end-to-end deep neural network that 

takes the original text as input and outputs the formality score. 

Instead of using different statistical lexical features, the two 

proposed methods use the sentence content and context to 

predict formality. We applied both Formality-LSTM and 

Formality-BERT on a public dataset that contains four genres of 

text and the results of these models outperform state-of-the-art 

results for all genres. Formality-BERT outperforms existing 

models by 14 points on the Spearman correlation between 

predicted formality and human-labeled formality for four 

genres. 
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I. INTRODUCTION

Formality has been studied by linguistic researchers 
systematically for many decades. Formality is one dimension 
or aspect of variation between different language styles. 
People tend to intuitively form judgements about the 
formality of a sentence, but may find it difficult to verbalize, 
define it or quantify it. Some genres typically involve formal 
styles, such as journalism and professional emails, while 
others feature relatively informal language such as blogs and 
online discussion boards [1]. Heylighen and Dewaele define 
formality as avoidance of ambiguity by minimizing the 
context-dependence and fuzziness of expressions and 
propose a way to calculate formality based on the frequencies 
of different word classes [2]. Sociolinguists and 
anthropologists use the concept of formality to describe social 
settings as well as the language and other behavior associated 

with them [3]. Some research treats formality as closely tied 
to other characteristics of a social situation, including 
seriousness, politeness, and respect [4] [5] [6]. 

  Abundance of past studies have shed light on the 
importance of formality. Reference [3] suggests that 
formality serves as a useful framework for analyzing 
characteristics of language along with social actions and 
structures in the context of discourse events. Other work has 
shown that using different degrees of formality when 
expressing the same idea may have different impacts on the 
listeners’ understanding of the sentence [7]. The formality 
level of language in communication is a very important cue 
for the speaker’s opinions, communication purpose, and 
familiarity with other speakers [8]. High formality can 
improve the engagement of online study and participants’ 
attention relative to using casual language [9]. In machine 
translation application, better results have been achieved by 
using a lexical formality model to control for the formality 
level of machine translation output [10]. Study [11] 
investigates a formality style transfer task that converts 
informal sentences to formal sentences in order to improve 
downstream NLP tasks performance. Formality recognition 
has been applied in different applications: dialogue systems 
can integrate formality recognition models to improve the 
interaction [12]. Impact of formality is also considered for 
text extractive summarization [13]. 

  This paper investigates automatic detection of sentence 
formality with deep learning rather than relying on a 
definition of formality. The contributions of this paper are as 
follows: 1) We propose two models for formality prediction 
without intense feature engineering: Formality-LSTM and 
Formality-BERT. To the best of our knowledge, this paper is 
the first to use deep learning for formality prediction. 2) Our 
results outperform state-of-the-art model findings by an 
average of 14 points on the Spearman correlation between 
predicted formality and human-labeled formality for four 
genres. Of special note, Formality-BERT improves the 
results by 33 points on the Spearman correlation with respect 
to email formality. 3) We release our source code publicly on 
GitHub.  
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II. RELATED WORK 
  Formality has been studied by prior work on different 

levels. Some work focuses on formality at the genre level 
which contains relatively large chunks of text [2] [14], while 
other studies address formality of smaller units of text, such 
as at the sentence-level [1] [15] [16], or word-level [17] [18] 
[19].  

  Formality has been treated as a binary classification 
problem for formal-informal document classification [20], 
email classification [21] and web text classification [22]. As 
linguistic research notes, however, language is not either 
formal or informal but varies continuously along this 
dimension, and formality is best treated as a continuum and 
measured by multiple levels of scores [2] [3].   

  All previous research about formality detection is based 
on feature engineering from human perception of formality 
where the methods used can be categorized into mathematical 
formulas, statistical models, and machine learning models. 
Heylighen and Dewaele proposed the F-score -which uses the 
percentage of part-of-speech tags to calculate formality score 
with nouns, adjectives, articles and prepositions as positive 
terms, and adverbs, verbs and interjections as negative terms 
[2]. The CF-score, a variation of the F-score is a combination 
of five scores: narrativity, referential cohesion and deep 
cohesion, syntactic simplicity, word concreteness [14]. 
Statistical models, like ridge regression, have been used to 
predict sentence-level formality with 11 types of feature 
groups, including lexical features, POS tags, ngrams, 
embedding, etc [1]. Various machine learning methods, 
including Decision Trees, Naive Bayes, and Support Vector 
Machine, also have been applied to document formality 
classification [20].  

 There are three main disadvantages for these methods 
mentioned above. The first disadvantage is that they require 
intense feature engineering to find appropriate features for 
formality prediction. The second drawback is that most 
features they use are word-level linguistic features and the 
context and structure of text are not considered. The third 
downside is that since human’s perceptions of formality is 
relatively subjective, featured-based models are hard to 
generalize to different types of datasets. This paper proposes 
a transformer-based deep neural network, Formality-BERT, 
which can solve these three problems accordingly.   

III. FORMALITY DATASET 
The Likert scale approach [23] is the most popular 

method for sentence-level formality annotation when 
formality is treated as a continuum. We have only found three 
studies that incorporate the task of sentence-level formality 
annotation. In study [16], 600 sentences were annotated with 
a Likert scale of 1-5. Lahiri extended this work and released 
7,032 labeled sentences from news, blogs, and forums with a 
Likert scale of 1-7 for formality [24]. More recently, Pavlick 
and Tetreault took the news and blogs corpus from [24] and 
added 1,701 sentences from emails and 4,977 sentences from 
Yahoo Answers to form a new dataset of 1,1274 annotated 
sentences [1]. They used a Seven-point Likert scale -3 to 3. 

  Our study is conducted on the dataset published by [1]. 
Fig. 1 is the distribution of the number of samples for four 
genres. A few examples of the dataset are shown in Table I.  
 

 
Fig. 1.    Distribution of the number of sentences by genre 

Each sentence has 5 formality scores labeled independently 
by 5 different people. Since different people may have 
different formality perceptions of the same sentence, there is 
variation in the 5 formality labels for the same sentence. A 
negative score means more informal, a score near zero means 
neutral, and a positive score is more formal. The average of 
the 5 scores for each sentence are used as the final formality 
score for the modeling process. Fig. 2 is the distribution of 
the final formality score for the four genres. In general, 
answers and blogs are more informal while emails and news 
are more formal. 

IV. PROPOSED METHODS 
The sentence-level formality score is a continuous decimal 

number, so we can treat this task as a regression problem. For 
continuous formality detection, the state-of-the-art method is 
a statistical regression model fitted on various linguistic 
features extracted from the text of sentences [1]. But these 
linguistic features can only represent discrete information and 
may not be able to capture the underlying context information 
of the whole sentence and dependencies between different 
words. In this paper we propose two deep learning methods 
that can solve this problem. 

A. Formality-LSTM 

LSTM, a variant of RNN, is able to catch long-term 
dependencies by using internal mechanisms called gates that 
can regulate the flow of information [25]. Our proposed 
Formality-LSTM consists of two LSTM components as 
shown in Fig. 3. 

  The first LSTM component is responsible for 
understanding the text content of the sentence. We extract a 
768-dimensional word embedding from the pre-trained 
BERT-base-cased [26] model for each token in the sentence. 
Then the embedding array of each sentence is padded to have 
the same length as the maximum number of tokens of all 
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sentences and the padded tokens are masked. The padded and 
masked embedding is subsequently fed into a LSTM which 
outputs the content feature for the whole sentence. 

  The goal of the second component is to capture the 
structure information of the sentence from the POS tags. 
First, we use Stanford CoreNLP [27] toolkit to extract POS 
tags for each sentence. The same padding and masking 
process introduced in the first component is applied to the 
POS tags. Followed is an embedding layer that is used to 
learn a 256-dimension embedding for each POS tag. Then a 
LSTM is employed to extract the structure feature for the 
sentence.  

  After we get both content feature and structure feature, 
a merge layer will fuse them together by concatenating them. 
The merged feature will go through a few dense and dropout 
layers. Finally, a formality score will be generated by the 
output layer. ReLU activation function is used for all internal 
dense layers and linear activation for the output layer.  

 

B. Formality-BERT 

Transformer [28] has been the driving force for the recent 
breakthrough in the NLP field. BERT, a transformer-based 
model, uses masked language training mode to learn deep 
bidirectional language representation. It has been widely used 
in language understanding and NLP downstream tasks, like 

sentiment analysis, question answering, and conversation 
understanding [29]. We proposed an end-to-end automatic 
formality prediction model Formality-BERT, a BERT-based 
model as shown in Fig. 4, which can use the whole-sentence 
context to predict formality instead of word-level linguistic 
features. The input of Formality-BERT is the raw sentence. 
On top of the input layer is a BERT tokenizer. The tokenized 
sentence will be fed into a BERT-base-cased encoder to get 
the sentence embedding. Then we put 5 blocks of dense layer 
and dropout layer on top of it. The final output layer is a single 
neuron to predict the formality score. All the internal dense 
layers use ReLU as activation function and the output layer 
uses linear activation. 

V. EXPERIMENT SETUP 
The dataset introduced in the formality dataset section is 

used to train the models. We train one different model for 
each genre. The state-of-the-art regression model for 
formality prediction is ridge regression in [1]. We will use it 
as a baseline to compare with our proposed methods. 

A. Experiments 

Ridge Regression (baseline) A ridge regression model is 
fitted on 11 types of feature groups, including length, case, 
POS tags, ngrams, punctuation, etc. This model focuses on 

TABLE I. EXAMPLES FOR FORMALITY DATASET 

Fig. 2.    Distribution of sentence-level formality scores by genre. Answers and blogs are relatively informal than emails and news. 

Fig. 3.    Formality-LSTM architecture. Formality-LSTM has two LSTM components. The first LSTM extracts content features from text embedding. The 
second LSTM captures POS features from POS tags. Then content features and POS features are merged and fed through a few dense and dropout layers to 
finally output a formality score. 

This table shows some examples formality dataset. The first column contains 5 formality scores rated by 5 different people. The second column is the genre type. 
The third column is the text of the sentence. 
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statistical linguistic features and ignores the sequence and 
context information. 

Formality-LSTM This model extracts the content 
information from the text and structure information from the 
POS tags, then fuses them together to predict the formality. 
But this model can only use the left-to-right context 
information of the sentence. We implemented this method on 
text only, POS tags only, and both. 

Formality-BERT A BERT-based model which uses both 
left-to-right and right-to-left context formation to predict 
formality. 

 

B. Training Setup 

For each genre, we use 80% of the data for training, 10% 
as validation, and 10% for testing. Since this is a regression 
problem, we use mean squared error (MSE) as loss function. 
For performance metric, we want to pick something that can 
measure how the model behavior algins with human 
perceptions of formality and the relative formality rank 
correlation. Therefore, Spearman correlation, as shown in (1), 
between predicted formality score and human labeled 
formality score is used as performance measurement. Also, it 
will be consistent when comparing our performance with 
paper [1] since it uses spearman correlation as well. The 
optimizer is Adam [30] and the learning rate is 3e-5. Early 
stopping with a patience of 10 epochs is used to prevent 
overfitting. 

 
𝑟𝑠 =  

𝑐𝑜𝑣(𝑅(𝑋),𝑅(𝑌))

𝜎𝑅(𝑋)𝜎𝑅(𝑌)
,              (1) 

 
where cov(R(X), R(Y)) is the covariance of the rank 
variables, 
σ(R(X)) and σ(R(Y)) are the standard deviation of the rank 
variables. 

 

VI. RESULTS 
Table II reports the results of Spearman correlation 

between human labeled formality scores for all models on 
each genre. Both of our two proposed deep learning methods 
outperform the previous state-of-the-art results generated by 
ridge regression. Formality-BERT achieves the best results, 
surpassing ridge regression by an average of 14 points on all 
genres and 33 points on news. This indicates that the context 
of the sentence is very important for understanding formality 
and word-level statistical linguistic features are not enough 
for predicting formality. 

  Comparing the results of Formality-LSTM on POS, 
Text, and POS + Text, we see both the text content and POS 
features are useful for formality prediction, but the content of 
the sentence plays a bigger role than POS tags. 

  Formality-BERT performs better than Formality-LSTM 
on all the genres because Formality-BERT uses the whole 
context information whereas Formality-LSTM only 
considers left-to-right information.  

VII. CONCLUSION 
  In this paper, we propose two deep learning methods for 

automatic sentence-level formality prediction without intense 
feature engineering work. Both methods achieve state-of-the-

art performance and Formality-BERT improves the previous 
results by an average of 14 points for four genres. Our results 
show that the context of the sentence is very important for 
understanding formality and word-level statistical linguistic 
features are not enough for formality prediction. Given the 
lack of such studies, we hope our findings can provide 
guidance to other scholars interested in using deep learning 
to predict formality judgments. 
 

Fig. 4. Formality-BERT architecture. Formality-BERT 
consists of BERT tokenizer, BERT encoder, and 5 dense 
and dropout layer blocks. 
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