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Abstract—Automatic open-domain dialogue genera-
tion is an important topic in natural language gen-
eration research. Due to the lack of good automatic
evaluation methods, it is usually evaluated manually,
which makes it difficult t o c ompare d ifferent genera-
tion models. Automatic evaluation methods of natural
language used in the past often required a reference
corpus.

However, for open-domain dialogue generation, the
reference corpus will limit the possibilities of genera-
tion. In order to evaluate the quality of a generative
model stably, we study the learning to evaluation
approach to the generative dialogue based on deep
learning method. Experimental corpus includes conver-
sations collected from the web and conversations gen-
erated using the GPT-2 model. We manually evaluate
these dialogue as a standard, and our system uses the
BLEURT-20 model to learn an automatic evaluation
model. We find t he m odel is s uitable as an automatic
evaluation mechanism for dialogue generation.

Inder Terms—BLEURT-20, Dialogue generation,
evaluation by learning

I. Introduction

Chinese natural language generation has become
stronger and stronger in recent years, and more advanced
mechanisms are needed to assess the quality of generated
sentences. Previous studies have been based on manual
evaluation, which takes a lot of time and manpower to
obtain scoring data on sentences. This assessment method
is unstable and difficult t o reproduce. Existing automatic
evaluation models, such as BLEU [1] and ROUGE [2],
require reference text. Both are assessment methods that
rely on sentence similarity. The differenceisthat BLEU
focuses on calculating accuracy, while ROUGE focuses on
calculating recall, and both evaluate scores by calculating
n-grams. While it performs well on translation tasks, it has
been a weakness in evaluating non-sequence-to-sequence
generation types of data, such as questions and answers or
conversations.YiSi [3] and BERTscore [4] use embedding
markers for sentence context to calculate the similarity
between two sentences. Others include BEER [5],RUSE
[6]and ESIM [7]uses end-to-end training metrics and relies
on a large number of manual evaluation data. Xiaolce
[8]uses Conversation-turns Per Session (CPS) to calculate
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the quality of chats. The method of calculating CPS is to
learn a better dialogue pattern from the user’s feedback
in the conversation, the higher the CPS, the better the
learning effect, which in turn improves the quality of the
NLG model. The recently launched BLEURT [9], [10] by
Google uses the most advanced pre-training methods and
fine-tuning with WMT indicator data to make BLEURT
models have made major breakthroughs in machine trans-
lation.

So we use the BLEURT model as a base training
model to evaluate tasks about conversations or questions
and answers. The BLEURT model provides a model for
training evaluation methods and automatically evaluating
dialogue, making the evaluation more accurate in terms
of accuracy. For this mission, we added different data to
compare, in which we used GPT-2 Chinese [11]. GPT-
2 Chinese is a model designed for generating Chinese,
and GPT-2 is built on a transformer decoder, the BERT
model [12], [13]was built through transformer encoder. The
difference is that GPT-2 is like a traditional language
model, outputting only one tokenat a time. WoBERT
[14]is based on BERT, which mainly generates missing
words in sentences, so it is not suitable for this experiment.
In this study, we used the experimental method of the
BLEURT model to derive a model for evaluating Chinese
Traditional conversations. First we’ll cover the data we
used and the three tasks, followed by the use of two
models, and finally the results.

The organization of the paper is as follows: First we’
Il cover the data set we used and then describe the
experiment design, followed by the results and conclusions.

II. Data Sets
In this study, we used three different s ets o f one-shot
open-domain dialogue, as follows.

A. Real World Dialogue

The fist data set is a collection of real world. We
select 1,000 dialogue from the PTT-Gossiping-Corpus [15]
published on Kaggle.com. Some example of the 1,000 Post-
Reply style one-shot dialogue is shown in Table 1.



TABLE 1
Real world dialogue examples in the PTT-Gossiping-Corpus data
set
Dialogue
post: AEMEERNRRK
Origin of right-hand drive and left-hand drive
reply: EBEZIBRHEEARR » FHIREE
The US is deliberately different from the UK, which is
why there is a left-hand drive
post: AT EZERREIZE???
Why vegetarians should not eat green onions?
reply: FE#2 =5 > BIZAHEER T LIRIRRIZT ©

Because it’s not written, Buddhists who want to eat
can find reasons to do so
ZEE IS HVERERR RAP?
Korean groups have RAP in their songs?
EESEENRB—RAM
Every Korean group has the same song formula
post: BN RIEESFIZ 5

Is Lanzhou Ramen good?
RESANZ B EISIRNIAR(RAY » REAERENS?
Is there such a place in Taiwan where you can have
freshly made ramen on the spot?
REMEIEERB??
How reliable is Michelin?
BAZEEEET
Personally, I've had it and T think it’s fine.
BEEFEINRE?
What students can buy to preserve their value?
ERELE - 5 - fE#%  BARZEN
To study antiques, paintings, clocks and watches, cam-
eras and else.
BERE—BHEFRRRF/MER DDOS
Does the Central Weather Bureau get DDOS when
there is an earthquake?
EHEAeRT EERERE
This is a hacking attack, says a news station.
FEREARANARFERE?
Are there many people who follow the trend to watch
the NHK red and white?
KRR RERDEERS BEHENRE
I’'m here to listen to the enka so it feels like a festival.

dialogue: BREFE LI e raAl?
Do cats not even look at people in the morning?
B E
This cat is so cute.
EZLRFHEFE— 7
Who is the number one female Mandarin singer?
Ik ARIE ? RRBEMEGRRARE
A-Mei’s popularity is fading? It’s hard to get tickets
and you’re saying she’s not popular.

post:

reply:

reply:

post:

reply:

dialogue:

reply:

dialogue:

reply:

dialogue:

reply:

reply:

dialogue:

reply:

B. Generated Dialogue Response

In the second data set, we use a GPT-2 model trained
from the PTT-Gossiping-Corpus dataset, which is about
750,000 dialogue pairs, to generate a new set of response
to the same post part of the previously selected data set.
The response of each post is generated, and obtains a new
1000-dialogue data set; some samples are shown in Table 2.
Here we give a brief description on the GPT-2 generation
model.

1) GPT-2 model: In recent years, due to the new BERT
model, many natural language processing models have also
taken turns to perform in the rankings of natural language
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processing tasks, including BERT models and GPT mod-
els [16], Transformer XL models [17],XLNet models [18]-
[23]and more. One of them is the GPT-2 model of the
OpenAl organization, a new pre-trained model based on
the GPT model [24]. We can use the GPT-2 model to write
smooth and reasonable articles or answers. The GPT-2
model is based on the output of only one token at a time,
and whenever a new word is generated, the word is added
after the previously generated word sequence, which be-
comes the next new input to the model. This mechanism,
called auto-regression, is also the main mechanism that
makes the RNN model stand out.

The GPT-2 model aims to do supervised tasks using
unsupervised pre-trained models. Because of the tempo-
rality of text data, an output sequence can be labeled as
the product of a series of conditional probabilities (1).

n

p(x) = [ P(SnlSt, s Sn1)

i=1

(1)

The idea of the equation (1) is the one that is known
Text input input = {S1,Sa, ..., Sn—k—1} ? , to predict the
unknown output output = {S,_k, ..., Sk} ?, so the model
can be represented is the form of p(output|input,task). In
decaNLP [25], the proposed MQAN model can combine
machine translation, semantic analysis, relational extrac-
tion, natural linguistic reasoning, etc. 10 Class tasks are
unified into a single classification task, and there is no
need to design a separate model for each subtask. When
we use the GPT-2 model, because to avoid the generation
of indecent text, word counts that are too short, or a large
number of repetitive words in the statement, we adjust the
model internally, and if the GPT-2 model generates the
above problems, let GPT-2 The model is regenerated once.

C. Human Scoring on the data set

In the third data set, we use 200 of the 1000 dialogue
pairs selected from the PTT-Gossiping-Corpus data and
label them manually. These data set will be our training
and test data sets for the BLEURT model to learn how to
score the dialogue.

D. Manual Scoring Methods

In terms of manual scoring, we asked 10 people to rate
the generated 1000 dialogue pairs and also the collection
of PTT dialogue 1000 pairs in the same standard way. The
scoring criteria are divided into 4 levels: 1. The answer is
not what was asked. 2. There are dialogue, but too briefly.
3. Answer the question, but the answer is not smooth
or polite. 4. The answer matches the question and the
sentence is smooth. Each pair are scored separately by
manual evaluation from 1 to 4, and a total of 2,000 scoring
scores. In terms of calculating scores, we take the problem
that if most people in this question are rated 1 and only
one or two people have a score of 4, then delete the outliers



DECODER BLOCK 1

\ Feed Forward Neural Network ‘

\ Masked Self-Attention ‘

DECODER BLOCK 12

l Feed Forward Neural Network ‘

\ Masked Self-Attention |

GPT-2

generated

| PTT Paost ‘| GPT-2 Reply

Fig. 1. The flow chart of using GPT-2 model to generate dialogue.
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Fig. 2. Score distribution of the manually scoring result on the real
world dialogue selected from the PTT-Gossiping-Corpus.

and then do the average. Finally, the scores of each pair
are compared, we will give 1 if the score of the PTT pair
is high, and 0 if the high score is on the GPT-2 pair, see
Table 4.

Figure 2 and Figure 3 are the distribution diagrams
of each data set after the manual scoring, the number is
normalized.

III. Experiments Design

In this study, three experiments are designed to test if
BLEURT is suitable for the dialogue evaluation. The first
experiment is use the BLEURT model to automatically
scores the dialogue generatedby GPT-2 and the dialogue
in PTT corpus. The second experiment is comparing the
six BLEURT pre-trained models and the model finetuned
with the PTT data to observe the consistency of the results
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TABLE II
Use GPT-2 to generate respons dialogue with ten dialogue.

Dialogue
post: EREAEEEASRENE 7?2

Is it bad luck for family convenience stores?
reply: {REZREBEMIET

Just go to a family convenience stores and you’ll see

EMEESRRAERARE?

Is it possible for a solicitor to sign up for Voluntary military?

post:

reply: AREFEEARBRFEEFE?
Otherwise, how hard would it be to go to a young man’s house
to drive a Porsche?

post: FEHFEICZD??
How much does it cost to draw cards in a handicap tourna-
ment?

reply: TEESRAEINEATZEA HHHE
And there is no need for foreigners to use it to get it.

" post: ATEEARERETVMES ?

Why do people like to add lines for animals?

reply: EABREEA

Because it is Taiwanese

post:  HRBLRIEAERJ\E
Gossip about social phobia
IREEZ SO IR BRI B A RRE
You should first worry that you’ll have a new problem after
eating the fries

reply:

HESEASHRIED

I hope the Taiwanese will be more empathetic
BENA—EEMRMANAE  FARBRET -

The people of Taiwan must have your human rights or they
will be doomed

post:

reply:

EMTIA?
The function of firecrackers
¥R EHINESB IRIRYE T

Firecrackers, bombs, bombs are about to explode

post:

reply:

post: RS RbE =T ERN\F
Gossip about what is the strongest late-night posting
RRFENX Z2AEHE

Are you going to post the news again?

reply:

post: HEBRNBRANIE?

Do you have a nine-to-five job

reply: HtIRAERBEEEN?

I don’t have such troubles in my life
post: BHTERR EREAZR

Can’t get up from bed
reply: {REMEFAMEHE

you really don’t know what

of manual evaluation and scoring of the model. The third
experiment is to score the dialogue we wrote ourselves,
comparing whether the model will give a higher score on
the carefully generated corpus.

A. The First Experiment

In the first experiment, based on the post part of
1,000 dialogue pairs selected from the PTT dataset, we
use GPT-2 model to generate 1,000 responses. BLEURT
model is then used to give score on both the original
response and the GPT-2 generated response.

B. The Second Experiment

In the second experiment, we conduct the automatic
scoring with six BLEURT models: Bleurt-20, Bleurt-base-
512, Bleurt-large-512, Bleurt-tiny-512, Bleurt-fine-tunel



TABLE III

Sample dialogue pairs, where answers is written by our team

member, which we considered as better dialogue.

Dialogue
post: R ERBENEREWE
‘What is the worst national anthem in the world?
reply:  {REERRIBRVARE
The song you sang last night
post:  IEIRE P] B EERAF O ARZEDE
Even a cute girl with a bad personality is unwelcome
reply: MR > SIERSAEBEER FRECDE
If you have a bad personality, you will not be welcomed
even if you are cute
post: EHEERIADFEER?
‘What to do when you see someone break up
reply: {REEREE

Pretend you don’t see it

post: AR AWKIE S EINAMENE?

Have you got any gossip about how miso soup is made?

reply: #ERLRZHS
Lots of teaching on the web
post: ARG R ERXIE?
Will the rain affect your posting?
reply: BB > HRRIBAZELFIN
Yes, I don’t like to go out in the rain
post: B RIREX AR RIREAE B P 1H 7
Frequent speed test changed to hidden speed camera
is even scarier
reply: BERNIIBERBAEMAIERIR
Seeing the future of increased national income
post: HAARAESIEEAREHX Fm 2 RS ER?
Will there be a queue for Dandan in Taipei that will
fill up the whole road?
reply: HKERFE > BEANMESIEHRK

I think so, Taiwanese people like to queue

post: IBRIE B ANGR T &t 2

‘What to do when you encounter a love liar

reply:  REETIIAIERAIAT

I’ll have to lie to someone else next time
post: FARFEXIEEESE 3 ERg

About yesterday’s premiere of Finding Nemo 3
reply: BE > ZHBHEBITEEE

reply:

I didn’t see it and I don’t plan to see it afterwards

Have you received an earthquake warning or text mes-
sage?
BEZBEA - RUCE

I’'m National misfit,not received

TABLE IV

Amount of data used and average score after manual scoring.

and Bleurt-fine-tune2. The goal is to find the further

dataset quantity | manual scoring
PTT 1000 0.39
GPT-2 1000 0.21
Generate data 200 NO

finetuning is necessary or not.

C. The Third Experiment

In the third experiment, we used the model to score the
high quality dialogue that we prepared manually and see if
the models would give higher score than the original PTT
dialogue.
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Fig. 3. Score distribution of the manually scoring result on the GPT-
2 generate dialogue.

TABLE V

PTT and GPT-2 manually scored dialogue and scores, where 5 data
and GPT-2 dialogue are scored, if it is PTT labeled 1 and a GPT-2
statement high is labeled 0, and the results of these six models are

observed to match the manual score.

Dialogue

Score

post:

PTT:

GPT2:

P EVERAEEE AR
Will Chinese books become famous when trans-
ldted into English?

HRAXRE T EREM TS REEN
You really think too much. The international aca-
demic market is very competitive.
BRSO S LR AR

It’s more fun to turn it into English pinyin

post:

PTT:

GPT2:

70.8

33.3

NP H—E M B
What to do if a wild dog keeps barking near your

home?
EREE > B LER
This is very difficult and basically insurmountable.

REBRE

Go and see the doctor

post:

PTT:

GPT2:

post:

PTT:

GPT2:

50.0

#AEESHREBENBAN?

Who is the best jump shooter today?
B — 188

The Wllhams made history.

E/ JE**

Of course Jeremy Lin

56.2

83.3

e RS WE CP ES?
‘Which has the highest CP value, the dumbbell or
the burpee??

R B NOVRRITEREIZRS
You don’t need a dumbbell. Be careful of getting
too strong, you’ll eat a lot.
REMEFIE.......

You're in great shape.

post:

PTT:

GPT2:

REMN—EARSERR
Hope everyone is healthy in the new year
PR EIRR

May the sickness live in your home
FEATFEF—

It’s better to have a better life

37.5

50.0




IV. BLEURT Evaluation Model

In this study, we used the BLEURT model as our scor-
ing tool. The BLEURT (Bilingual Evaluation Understudy
with Representations from Transformers) model is a model
that is based on the results of a research extension of the
BERT model, which captures the linguistic characteristics
of sentences and is a model that enables automated scor-
ing.

A. The pre-training model

The BLEURT pre-trained model is trained based-on
BERT using Chinese Wikipedia. We use the domain cor-
pus to amplify the BLEURT pre-trained model. In our
experiments we used the pre-trained model, BLEURT-
20, as our Baseline model. In comparison, we use models
of different tokens and size, namely base-512, large-512,
tiny-512. Finally, on top of BREWUT-20, plus 2000 data
obtained after manual scoring, we used the training data
to fine-tune the model, and obtained Blend-fine-fine-tunel
and BLEURT-fine-tune2, respectively, with 100,000 and
200,000 training epochs, respectively.

The BLEURT model uses regression or classification loss
on pre-trained tasks to lose tasks-level and weights added.
7k is then defined as the target vector for each task, such
as ROUGE’s precision, recall rate, and F-score.

If 7. a regression task,fy loss is used, where 74 is 7%
on, T, is calculated on the basis of embedding by using a
linear layer for a particular :

M

1 k
Epreftraining = M Z E rkek(T};ny?l;n)

m=1k=1

(2)

In Equation (2), m is the target vector, M is the number
of synthetic examples, 7, The hyperparameter weights
obtained through grid search.

The BLEURT model adds BERT to the training model
in addition to the 260,000 data manually evaluated by
the WMT Metrics task and the news field Transfer learn-
ing, using contextual word notation and then using pre-
training techniques, effectively improves the accuracy of
the BLEURT model.

B. The new pre-training model BLEURT-20

A further improved version of BLEURT model is the
BLEURT-20 model [26]. BLEURT is based on the XLM-
RoBERTa or mBERT pretrained model, while BLEURT-
20 is based on the RemBERT pretrained model. The
RemBERT model is a multilingual BERT model and size-
down with knowledge distilling. Thus, RemBERT can
be used in multilingual applications and keep the size
small. Distilling technique has been used successfully to
decrease the number of parameter of a deep learning
model [27] with the help of more unlabeled data [28],
[29]. The BLEURT-20 is distilling with a training data
with 13 different languages from Wikipedia (English, Ger-
man, Chinese, Czech, Russian, Finnish, Estonian, Kazakh,
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Lithuanian, Gujarati, French, and Turkish). The size of the
unlabeled training set is SOM.

C. Transfer the BLEURT-20 Model for Dialogue Fvalua-
tion

Our goal is to evaluate the quality of the generated
dialogue, which is very different from the original task
of BLEURT-20. More fine-tuning is necessary. Table VI
shows the results of eleven experiments with different num-
ber of epoch. Where the BLEURT-20 model is finetuned
with our dialogue evaluation training set : PTT-Gossiping-
Corpus. We can find that the best result is from model
trained with 20,000 epoch. The experiment shows that the
model can be finetuned for the quality dialogue evaluation.

TABLE VI
The consistency the evaluation result between the model with
different finetuning epoch and human evaluation.

Pre-train Model | epoch | consistency
finetune-modell 5000 65%
finetune-model2 | 50000 71%
finetune-model3 | 100000 86.8%
finetune-model4 | 150000 74.3%
finetune-model5 | 200000 90.9%
finetune-model6 | 250000 90.3%
finetune-model7 | 300000 82.2%
finetune-model8 | 350000 43.1%
finetune-model9 | 400000 73.2%
finetune-model10 | 450000 71.8%
finetune-model11 | 500000 72.8%

In this study, we used six different p re-trained models
within the BLEURT model, namely Bleurt-20, Bleurt-
base-512, Bleurt-large-512, Bleurt-tiny-512, Bleurt-fine-
tunel and Bleurt-fine-tune2 t o s core d ialogue w ith the
same post but different response.

In this study, we used six different p re-trained models
within the BLEURT model, namely Bleurt-20, Bleurt-
base-512, Bleurt-large-512, Bleurt-tiny-512, Bleurt-fine-
tunel and Bleurt-fine-tune2. A nd u sing t hree different
answers to the same question, BLEURT had six different
pre-trained models evaluate the scores of these three data.

V. Experimental Results

A. FEzperiment 1 Result

The first experiment result is shown in TABLE VII. The
score given by six pre-trained models Bleurt-20, Bleurt-
base- 512, Bleurt-large-512, Bleurt-tiny-512, Bleurt-fine-
tunel and Bleurt-fine-tune2. We can find that the fine-
tuned model give higher score on the PTT dataset, while
the score of GPT-2 is higher than the score of PTT for
some model without finetuning. This result shows that
finetuning is necessary.
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:
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Fig. 4. The flow chart of building the BLEURT model.
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Fig. 5. The flow chart of using the BLEURT model.

TABLE VII
The average score of PTT and GPT-2 on the BLEURT model.
Bleurt Bleurt Bleurt Bleurt Bleurt Bleurt
-20 -base -large -tiny -fine -fine
-tunel tune2
PTT 14.3 16.5 29.1 36.3 36.9 38.1
GPT-2 15.5 15.6 36.4 61.0 29.6 21.3
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B. Ezperiment 2 Result

The second experiment result is shown in TABLE VII.
Here we compare the consistency of the BLEURT model
with the manual score on which dialogue is a better
dialogue. The finetuned model has a higher consistency
while the original model give low consistency.

TABLE VIII
Consistency scores for manual scoring and BLEURT six pre-trained
model scores.

Bleurt Bleurt Bleurt Bleurt Bleurt Bleurt
-20 -base -large -tiny -fine -fine
-tunel tune2
consistency 54.1 51.3 49.4 38.4 64.9 92.2

C. Ezperiment 3 Result

The third experiment result is shown in TABLE IX. We
ask the BLEURT model to give comparison on our human
generated dialogue to the PTT data and to the GPT-2
data. Also, the finetuned model has a higher consistency
while the original model give low consistency result.

TABLE IX
In two hundred sentences test set, bleurt model scoring, PTT, and
GPT-2 were used to determine the same proportion as manually
generated sentence.

Bleurt | Bleurt | Bleurt | Bleurt | Bleurt Bleurt
-20 -base -large -tiny -fine -fine
-tunel tune2

human

VS PTT 57.5 42.0 48.5 86.0 77.5 85.5
human

VS GPT2 57.5 40.5 43.0 58.5 51.5 67.5

VI. Conclusions

In the previous work, we find t hat B LEURT m odel is
suitable for the automatic evaluation of generated dialogue
to some extent. This paper we find t hat m ore training
on the BLEURT-20 model get better consistent raking
result than the BLEURT-fine-tunel pre-trained model in
previous work. In this study, we used the real world PTT-
Gossiping-Corpus dialogue dataset and GPT-2 generated
dialogue dataset. We find t hat t he m anually evaluation
labelling can help the ranking model to learn how to
rank dialogue generation models just like human. The
consistency can reach 90
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